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ABSTRACT

The Navy Regional Data Automation enrs(NARDACS) ars

nobecome Navy Industrial Fuaded (NIF) a c,: -'v 1 I ss on 1

October 1983. This requires that NMARDACs bill custn)msrs :or

all data pr :csssing services and -:his requires the dmevslop-

me nt an:d -i'plsme:ntati4or f a cDoiner:: cha:gsback system

wIhez=:eby trhe NARDACs ars :eImbursed by isers for ths co)st of

DP services provided. AS with any -iew p~ogram, -7he~ are-;

many unresolved i.ssues. r h s~ ta cornsequences of ths

change z c NIF accoun-:i.-g and t~1 h issues of ohargceback

approach, cos--s, benc-fits, goals =and objectIves a~e zevalu-

a-ed and addressed witnin ths conteaxt ::-; the dtifined contcrol

str=u cI:ur9. The purposs o)f n!xis :ss --s to evaluate - th=e

pot rtia-l Usefulness of tas systsm, Provide an- inrsigt Intc

pct-irtim-1 pitalpesent backgro.nd :n-iormaticr., proposs

an 4mlsat-inplan to iss~st -na u p a charg~back

system and -discuss met-hod-= to i-*nzedsruptin generate

by the inrdcinof a ::hargebacx systezm.
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I. IN.IRO!LCI.U!

A. PURPOSE

On February 7, 1978, the General Accounting Office (GAO)

delivered a r.port to the Congress entitled "Accounting for

Automatic Data Processing Costs Needs Improvement." After

studying the cost accounting practices of 26 Federal organi-

zations, the GAO concluded that all of them were usina

accounting methods that were inadequatze in some ways. The

report stated that without accurat- cozts, computer center

managers may zhoose unecoomical. alternatives when replacing

or adding to computer facilities, and may fail to appropri-

ateIy charge users of computer facilities for services

p-_rformed. Further, functional managers cannot make the

best decisicns when they are not aware of the total cos- of

implementing and operating their applications systems. The

report concluded that the current zission funded concapt was

not adequat- for the cost accounting necessazy fcr computer

operations (Ref. 1]. To help alleviate this problem, and in

rssponse to a congressional study conducted by the House

Appropriations Committee's (HAC) Su:vey and Investigation

S-aff, the Navy recommended the aidition of the Navy

Regional Data Automation Center's (1ARDACs) to the Navy

Industrial Fund (NI?) as part of the FY 1984 Navy input to

the Prsident's budg et.

This thesis is designed to provide an Initial analysis

of this recent decision. It will :equire that NARDACs bill

customers for all data pricessing services and necessitates

the development and implementation cf a computer chargeback

vsys-em whereby the NARDACs will be .qimbursed by users for

the cost of DP services provided.

i'



As wi-th all new decisions there are many unresolved

issues. The potential consequences of this decision and

such issues as which chargeback approach is most appropriate

for a NARDAC to employ, as well as the gr.ater issues of

costs, benefits, goals and objectives of computer system

chargeback will be addressed in order to evaluate the poten-

tial usefulness of the system; to provide an insight into

potential pitfalls; and as background information with which

to discover methods to minimize disruptions generated by the

chargeback :n.trcductJcn.

B. BACKGROUND

The decision to impose a chargeback system, whereby a

p:eviously "free" good or service is ccnverted into one for

which users are to be charged, is a controversial one which

fundamentally alters the relationship between the user and

the provide: of DP services. That organizaion which was

formerly a collegue and a provide: of fr.e services aow

becomes a supplier that makes demands on scarce resources in

-e:irn fcr services renderqd. The success of this conver-

sion will be affected by a whol- h st of fact.ors such as the

organization's policies, goals, pclitical s'rac ture,

intirnal and external environment, za-urit-y, and structure.

In fact, the major economic and utilization issues thought

to irive the issue may only be pezipneraily responsiblz for

i-s imposition. A further factor complicating this conver-

sion process is created by the very na:ure of the computer

resource.

As Dearden and Nolan point out [Ref. 2], the computer

resource differs from other staff a:tivities -n three ways:

1. The resource has a simple oarpose - economy. That

-s, the computer resource exists solely to help

operating units and s-aff offices execute their

11
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responsibilities better through cheaper procsssing of

data, more aff ici ent crgaaiza tion of informa-io:

systems, and procurement and deployment of

information that iC too expensive to obtain

otherwise.

2. The resource has a complsx set of supply/dqmand

characteristics.

a) The supply side displays the following character-

istics:

The ratio of fixed to variable cost is high.

That is hardware ind systems development

costs are high, but variable ops-ra-ting costs

are low. Consequently, EDP managers t-nd to

maintain a constant, full capacity workload

on a computer system, since the cost of

incremental work is so very low. Figuring

out which new iemands should -placs

sxisting demands is very difficult and leads

cc priority problams.

i) Incremen-.al capacity must be acquired in

relatively large blocks and cannot be

smoothly augmen-ed -o accomodate a linear

demand gr-wth. For example, -he acquisit:ion

of a large c-3nt-al processor may dcu ble

cap a city.

iii t I is assumed that compu:er hardware offers

economies of scale. This ocint will be

elabcrate-d upon lat: in the thesis when the

econcmic implementation of pricing computer

services is iiscussed. As will be seen, an

expansion in capacity may result in a

less-than-proportional increase in cos-s.

However, if the computer is .ot used to full

capacity, and total costs are fully

12
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allocated to the users, the users may fi;:nd

themselves paying more to process their jcbs

than bef ore.
b) The demand sile has the following characteristics:

i) Needs for EDP services gr:ow rapidly i n

complexity and sheer size.

ii) Processing tends to be cyclical.
ii) Ones computer system I;s usually unable to

serve all 1Jv,=Zse deman~ds that a large or:ga-

nization can place onrt
iV) Processing priorities are nighly variable

depending on the application, the users, and

che timing.

3. The computer is still relatively new and its use is

rapidly growing wit h the resultant investment daci-

S-on and staffing uncertainties.

Large-ly as a ra-sult of the uniqueness of the compu-te:

re~source, the user and the provide: will di-sc::ver that th-3rm

are as many "appropriate" techniques and philosophi-cal

approaches as there ar9 pa rties affact ed by the chargeback
implementation decision; many approaches are legit-imatized

cnly by enligthtened self-interest. Even if those affscted
undartake a study of thea available technigues and underlying

philocphies -,hereof, they will fin-d no common "beast"
chargeback methol. Rather they will ii-sccver that there is

a sigrificant amount of material written on the subject,
some cf which i-s practical and some purezly theoretical.

Some of the reascns for the lacic of a uni-form, practical

approach to computer chargaback is due to the unique nature

of the computar rescurce and lue to the methodological and

phi-losophical bias -,ha t Is heavily r efl'.ecti-v e o f tzhe

writer'. chosen academic or professional discipline. These

biases can preclude viewing -the probliam from a total system

13



perspec--jve and can result in a f-a-_Ilu re to ta ka int o
considerzation the political/organizati-onal rZealities that
face the rank-and-file manager. A further problem iS th q
shortage of empirical evidence or research conduc-ted to
support the hypothesis proposed as fact.

In some cases, that vhich is dri-ving the chargzeback
decision is part of a larger organizational problem. For
example, poor D? center cost contr-ol, exccessi.;vea demand -for

t-rvices of questionable value, or insufficient controcl of

capacity may have proliferated in an uncontrolled fashifon
because of a lack of budgetary and managementr control of the

4n forma-4cn resource. Thus, a fir4.st step may be to identify
an Information Systems Llanag;er who may be expected to

1mprcvS cost contrcl and computing capacity by r at her
simple, albeit pclitically-char-ged, organizational changes.

Another complication may be that t:here is little common
agreemenit within the orgarization on the percieaved goals the

chargeback system is to realize. Some members of the orga-
nzatior, may see it as a met:hod to imorovs resource alloca-

ton; cthers may visw inoproved cost control as ths priAmary
goal; some uembers may view chargeback as a method to

imp~ove the sfficiency of the D? depar-mernt; and others may
v--e-w it mors parochially as a me-ans to rree up more capacity

for 1their cwn interests or applications; an! finally somp
membsrs may view chargeback as a macnanlsm to ccnte:l the

proliferation of only marginally usflrsquests for DP

services, rsports, and applicaticns. In reality these are

all different ways of looking at thne same problem. 'That is,
they all relatze to the problzem -if efficient rescurce

allocati-on.

In short, conversion from a 'Ifte" good environment to a

chargqback qnvir;onmzent is a difficult and politically

charged procsss replate wi.th inda!_-ect,.ad landmiLnes waiting
fcr the unsuspecting. The selection ofr a "best method" w-ll



be only peripherally aided by a detailed literary s earch

since varied organizational perceptions of chargeback goals

and objectives can be expected.

C. HISTORICAL PERSPECTIVE

The proper initial selection and implementation of a

chargeback technique and its related resource rates are of

pivotal importance if a given NARDAC is to provide guality

service, at a fixed annual rate, in such a manner that it

"breaks even". This is not, however, a position unique to

governmental organizations and a short review of the history

of the computer chargeback design helps keep this recent

decision in proper perspective.

In the early 1960's many large corporations adcpted the

policy of not charging for the cost of the computer, fearing

that doing so would discourage computer use. Instead the

cost of the :omFuter was absorbed as overhead. The next

several years were characteri zed by a rapid growth in

computer applications and by increased budgets for hardware,

software, and DP personnel. Then corporate policy changed

and chazgeback became the mechanism to control this growth

and distribut, the cost of the computer (Ref. 3].

Prior to the advent of multizogramming, allocating

costs was quite simple. Logs were kept by hand, and costs

wers shared by dividing the total cost by the number of

hours used, as measured by a wall =lock, and each user was

charged for a prorated share. However, with the advent of

multip:ogramming (which provided the means to use previously

wasted CPU cycles that were lost when a system awaited the

completion cf an I/O operation) the process became more

difficult. The DP manage: was faced with the need to

distribute the cost of his installation among multiple and

slmulta-nous users and this sha-ing of resources was a

15



problem in developing a chargeback system. Usage records

could no lcnger be maintained by manual time recording.

More sophisti-ated methods involving the computer's moni-

toring and recording its own use were needed and were devel-

cpad. Today, a comprehensive and accurate way to measure

use of a large group of system resources (e.g. CPU time,
disk and tape I/O counts, and print lines) exist for most

mainframes and operating systems [Raf. 4].

In the early 1970's chargebazk systems became mor

detailed and precise with the DP departments attempting to

account for every microsecond of resource used. Often this

resultei in systems which were unsatisfactory and failed to

provide the user and management with a usable and under-

standable cost and billing system. Although, theoretically,

these systems resulted in the recovery of DP costs, they

often failed to provide meaningful cost and budgeting data

required by the users and management. Indeed, some compa-

nies have taken this process one step farther and are

demanding that their proc.ssing centers generate a profit

instead of merely recovering cpera-ing costs [Ref. 5].

There is lit.le doubt that the prevailing trend is to

charge fc: computer services. The next cbvious question is

wh--her the system is accomplishiag the desired organiza-

tional objectives. Influencina of behavior cannot be

avoided, whether the computer is :reated as a "free good",

whether charging is for cost recovery, or whether it is for

resource allocation. Each of these pricing philosophies

results in a different pattern of user behavior (Ref. 6].

The key question is does the oattern of b.havior

ant'icipated/realized reflect what the organization desired

and does the chargaback technique foste.r the attainment of

crganizational objectives?

16
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The control system can be viewed as the set of processes

through which organizations ensure that actual activities

conform to planned activities. It can be viewed as

consis-ing of: (1) the establishment of standards and

measures; (2) the measurement of performance; (3) the

coipariscn of performance against standards; and (4) the

taking of corrective action (Ref. 7].

The control system is the critical network which inte-

grates and coordinates an activity with the rest of -he

crganizaticn's operations. It acaomplishes this object.ive

via a tailored mix of control subsystems. These subsystems

include: the strategic and tactical planning subsystem (a

multiyear view) which attempts to assimilate technologies

and systems to match the organization's evolving needs and

s--ategies; the project managamsn - subsystem which consists

of -he methodology selected to contol, coordinate, and

quile the lifgcycle of individual projec-.s (which often last

mors than one year) ; arnd the management control subsystem

which focuses on guidi g an ac-tv:-y on a year-to-year

basis. This latter subsyst:em ca. ae visualized as

consisting of the control archi-ecture, the financial

control process, non-financial controls and auditing (see

secticn A below|.
In I computer facility, con-rol procedures are usually

accomplished via such mechanisms as chargeback accountina

and overhead accounting, plans and audits, funding and

development proposals, and project management. The actual

mix and implementaticn of these t.chniques is tailored by

the organization to ensure that its needs are met both

eff-ctively and efficiently. Thus, another critical aspect

17
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of the ccntrol system is its dynamic nature. As

organizational objectives change 3ver- time, so must the

control system which is tailored to coordinate the

organization's actions to meet these objectives. That is,

the control system design and implementation for a computer

facility must be expected to evolve over time. This ccntrol

system desigr demands that several fundamental questions be

answered, i.e., How much money and time should be spent on

the control system? How should the resources be deployed for

maximum effectiveness? Are resources being employed

efficiently? (Ref. 8]

Several authors have indicated that controlling the

computer resource is significantly different than the better

understood problems of control in other areas of organiza-

tion operations. As previously mentioned, Dearden and Nolan

(Ref. 9] contend that contrclling -ha computer rsource.

differs as a result of its s:ngle purpose economic crienta-

tion, its complex set of supply and demand characteristics,

and its relative newness which complicates investment deci-

sions and causes staffing uncertainties. Cash et. al.,

[Ref. 10] ccntend that the control system must be adapted to

a vary different software and opez-t-ins technology in the

1983's than ias present in the 1970's as a result of such
concepts as considera+ion of sofaware maintenance as capital

investments, the complexities of measuring and allocating

costs so as to ancourage appropriate behavior, and as a

result of the cost behavior of computer technology over

time. Cash et. al. , also point out that the control system

mus- encourage appropriate appraisal of the po~sntial costs

and benefits of new uses of the computer resource by the

use: and must strike an optimum balance between the

conflicting requirements of ianovation and control.

Innovation involves risk-taking, gaining trial experience

with emerging technologies, relying on faith, and at times

18
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moving forward despite a lack of clear objectives. Contro!

on the other hand depends on zeasuring costs against

budgets, actual versus promised achievements, and avaliation

of investments against return.

1. UANAGESENT SUBSYSTER CONTROL: ONE VIEN

As mentioned above, the key factors constituting the

management control subsystem can be visualized as consisting

of -. he Financial Control Architecture, the Financial Control

Process, Nonfinancial Controls, and the Auditing Furction.

The Financial Ccntrcl Architecture can be determined by

answering such questions as: Is the center to operate as an

unallocated cost center, an allocated cost center, a profit

center, or an investment center? Further, if costs are to

ba allocated, should the transfer price be market based,

cost based, cost plus, split level, or negotiated? Each of

these alternatives generates guilt different behavior and

motivation and are fundamental decisions which, once made,

are nct lightly changed. These alternatives are discussed

at length in sections J through L of this chapter.

The Financial and 'onfinancial Control Process is

concerned with action plans, budgets, periodic reporting

instruments, excepticn reports, and :he like [Ref. 11].

The Auditing Function is the e.xamination of informa-tor.

by a third party, other than -the prsparer or the user, with

the intc-nt 3f establishing its -aliability, and the

reporting of the results of this examination, with the

expectation of increasing the asefilness of the iaformamion

to the user [Ref. 12].

These items will not be discussed in any detail at this

time since mu=h of this material is 1iscussed at length in

later sections of the thesis. The important point is that

the ccntrol system is a compl-x web of izterleaved
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structures with no perfect system in existence. Each control

system is tailored to meet the specific needs of the

organization and later discussions of s-rengths and weak-

nesses of particular concepts can only be made with the

assumpticn that a certain mix of control subsystems has been

chossn by the organization.

B. BUDGETING AND THE CONTROL SYSTEM

One part of the control system that- is of pivotal impor-

nances is the budgeting process. Within the Department of

Defense the budgeting process is a vezy rigorous and well-

defined process. It is in the budgeting process where the

master plan f-r the organization is developed. A budget is,

in fact, a formal quantitative expression of management

plans. The master budget summarizes the goals of all phases

of the organization. From a NA3DAC perspective, it can be

thought of as the instrument by which they depict marg-ts

for sales, production, net income, and cash position, and

for any other objective that management spec.fies. In

private industry, the master buge- often consists of a

sta-ment of expected future incomz-, a balance sheet, a

s ta-ement of cash rsceipts and lispursemen-ts, and supporting

schedulss (See Fig. 2.1).

From a control systsm perspective, -he major benefits of

tudac-ting are: First, budgeting compels management to think

ahead by formalizing their p.inning responsibilities.

Second, budgeting provides definite expectations that are

the best frame work for judging subsequen: performance.

Third, budgting aids managers -o coordinat, their effor-ts,

so tha- the objectives of the organization as a whole

harmonize with the objectives of its parts (Ref. 13].
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1. Master Budget.

a. Operating Budget.

(1) Sales Budget.
(2) Production Budget.

(a) Materials used/purchased.

(b) Direct labor.
(C) Indiract Overhead.

(3) Cost-of-gools soll budget

(4) Selliag expense budget.

(5) Admnstrativ. expense budget.I Sb. Financial Budge..

I (1) Cash budget: cash -sceiptsII
and disbursements.

(2) Budgeted balance sheet.

(3) Budgeted statement of income

and applications of funds

(net working capital).I

2. Special budget rapor-s.

a. Performance r-por-s (comparisons of

results with plans).
b. Capital budgets (long range sxpectations

I for Specific proj-.-s).

Figure 2.1 Master Budget.

Thus, the budgeting p-ocess can be viewed as the founda-

tion of the zanagement control prozess with a major objec-

tive of allocating scarce resources. While the planning

effort sets the broad framework for the data prccessing

activity, the budgeting process ensurgs that fine-turing in

r.laticn -o staffing, hardware, and resource levels takes
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place. A second important objective of budgeting is to see a

dialogue in motion to ensure that organizational consensus

is reached on the specific goals and possible short t.r3

achievements of the activity. finally, the budgeting

process establishes a framework around which an arly

warning system for negative deviations can be built. Without

a budget, it is difficult to spot deviations in a deterio-

rating cost situation in time to take appropriate corrective

action [Ref. 14].

C. NARDAC: THE CONTROL SYSTEH AND MOTIVATION

Within the NARDAC/NIF/Char geoack context, three key

elements of the control system e Iua-tion exist: the NIF

accounting system; the chargeback technique which is funda-

m.ntal zo the NIF cycle of operations; and the budgeting

process. An equally important, but mors subtle considera-

tion, is the motivational impact on management which is

created by the real or perceived performance measures that

are fcs-ered by -hese thre.e systems, specifically, and the

contrcl system in general. Decisions regarding such funda-

mental concipts as cost recovery orlentation versus profit

center orientation, charging or no- charging for systems and

programming efforts, partial cost recovery versus complets

cost recvery, etc. , should be zade within zhs context of
the defined control structure and -he corresponding measures

cf performance by which management will be judged.

Fundamentally, the control system should be designed to

provide standards, budgets, and the fixing of responsiblity

as key factors in the control system, interleav-.d in such a

fashion that the dasired mot.ivationni impact is attained.

Motivat!on is, in fact, the overriding consideration In

formulating and using measures of performance. Above all

else, the systems and techniques used in the ccn-trcl system
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should encourage management to act in harmony w-th the

overall objectives of the organization. Often these objec-
tives a=e far from well-defined. Thus, as an initial-first

step, in designing a control system, top management must

ensure that its goals are well-defined and specific, and

than the measures of performance are geared to measure and
reflect these objectives.

D. CONTROL: AN ACCOUNTING PERSPECTIVE

From an accounting perspective, the directing cf atten-

tion, the providing of clues, the raising of pertinent
issues, and :he inducing of desi-ed behavior are principal

planning and ccntrclling tasks. According to Horngren
[Ref. 15], tha system should answer such basic questions as:

1. What are the objectives of the organizaticn as a

whole?
2. Who is expected -D seek such objectives? What are

-heir spheres cf responsibility?

3. What data can be provided to help them make indivi-
dual decisions that will harmonize with, and spur

them toward, over-all organization goals?

As was previously mentioned, the precise determination
and communication of -n organization's goals is a requir-d

firat step. The second question can be partially answered

via some fcrm of responsiblity accounting system. The

greater problem is how to answer question three, !.e., how

dos tha system ensure harmony of objectives and define its

judgemen-al performance measures, especially in the s~abi-
lized rate context of the NIF funling environment? As will

be discussed in Chapter IV, the NIF process of rate stabili-

zation sends very pocr signals to high level management and
co-nceivably undermines the basic premise of the responsi-

bility accounting system.
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Hcrngren proposes six questions which, when a nsw=red,

may provide an indication of possible motivational w.ak-

nesses of the accounting portion of the control sys-em.

1. Does the measurement system overemphasize one facet

of operations? Here the greatest danger is overem-

phasis of one measure of performance. This could be

overempha sizing rate of return on assets as a measure

of efficiency. An organization would probably be

better served if it used a variety of performance

measures such as: (1) return on investment; (2)

share of the market; (3) efficiency or productivity;

(4) innovation; (5) employee attitudes; (6) public

responsibility; (7) personnel development; and (8)

balance between short and long-range goals. The

relative weights of these parformance measures is a

high level management decision which must be expli-

citly defined if the organlzan-ton is to pursue orga-

nizanional objectives in the manner desired by

management.

2. Does the measurement system encourage short-run gains
-c the detriment of lcng-:un results? For example,

attempting to compensate for a short-run cash flow

prcblem by shorten~ng the billing cycle may not te in

the best initer-st of the organization as a wcl.

3. Does the measurement system fai! -c delineate :espon-

sibility? Here responsib;lii-y accounting shoul be

extended as far down in the organization as pcssible.
L. Does the measurement systm fail to distinquish

b.tween controllable and uncontrollable cos-s? The

important point here As that for performance measure-

ment purposes, controllabl - and uncon-rollabl . Items

shculd not be mixed together.

5. Does the system encourage false record keepina?

Perhaps the source, documen-s are too complicated or
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perhaps there is excessive pressure which causes

subordinates to record tims .rrcneously or tinker

with usage reports.

6. Does the system engender full cost analysis? That is,

does the system properly indicate cause-and-effect

relationships which help management from making erro-

neous decisicns regarding either evaluation of

performance or selection among courses of action?

Thus, given that the three vital elements of a control

system are standards, budgets, and the ability to fix

responsibility, any manag ment aczount;ng system, to be

iffective, must be designed around the :ssponrsbility

centers cf individual managers.

E. CCNTROL SYSTEM AND THE COMPUTER RESOURCE

Dearden and Nolan contend that a control system fo: a

compute: installaticn needs to be -ailored for its own

part icula: needs - a system which ensures that i-s needs are

met bcth effectively and efficiently. They contend that

management c~ntrol of -h computer resource should be much

.asier than the control of oher staff activities since the

goal of the comp'iter resource is a single, s-raightforward

economic cn, in contrast to multipla, pa-rtially noneconomic

goals for other staff ac-ivities. Howev-_, this simplicity

gcal set-i1ng is mcre than offset by the complexi;ty of the

supply/demand characteristics of taa computer resource and

-.he uncerta:nties in both planning a.n ex.cutic. that inhere

n this area. They further state tha, no other staff

activitv exhibi-- the cnstellation of supply/demand charac-

teristics and other special circumstances. The complexity of

this ccnstellatIon makes it necessary to prcvide somz

cantral planning fcr procurement and deployment of the

:esources.
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Dearden and Nolan also con-LeL that there is no single_

answer -o the question of how management can best exercise

contrcl over the computer resource, but that csrtain

conclusions can be drawn from the studies they have

conducted. These include:

1. Systems currently in use differ widely in the degree

of centralization that is exsrcised;

2. No single system will be successful for all organiza-

:icns;

3. The successful contrcl system will change for any one

organization over me. In f-c:, they con-end that
-.he successful control system will move from complete

centralization to nearly complete dacentralization;

4. The -ype of system a company uses will be less impor-

:ant in d-termiring successful control than the way

n which it is administered.

Cennralization, as -hey use it, r:fes -c the degr:ee of

chargeback smploye d, i.e., 4o Char geback, Partial

Cha_-geback, and Complete Chargeback. ileally, they fel, -he

full chargeback syst.m is the control system toward which

most crganizations shculi work. For :h present, until orga-

nizations gain exo Erience :n con-rolling the compute:

resource, they believe tha: most cr=aniza-:ons would be well

advised to edopt partial chargebacK systems fitted to their

particular stages of computer development.

F. FRAIEMOEK FOR DESIGN OF A CONTROL SYSTEM

Adop-ing the Deardzn and Nolan framework for lesign,

four levels of analysis are needed. First, :he organiza-ion

must generate guidelines on how much to spend on ccmputina,

what systems to develop, and hcw i- will judge efficiency

and effectiveness. Second, -the control system itself siani-

ficantly affects t:he EDP o)peration on all fronts. He.nce, the
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organization should assess the way in which its cntrol

system func-tions to evaluate, motivate, and communicats

among the various groups involved. Figure 2.2 outlir-s the
elements of the analysis. Note tha- the main scni-cring

points are inputs, processing and oatpats. The main control

points are processing and inputs (since outputs can be

altered only by altering inputs and processing) . Third, once

a decision is made on how much to zommit to computing - in

finances and in personnel - both efficiency and effective-

ness must be monitored and controll.d. As Figure 2.2 shows,

both should be heavily monitored and con.trolled in th

Frocess component. Proj ect manag amen - Is the orimary

control m.chanism ir this component. Firally, -he major

topic that an organizamion should debat _ about the output

comoonent is this: How should -he SDP group alter the

services provided- through new applications or the modifi-

cation -f _xintirg ones - to continue to be effective. Th=

analysis of output, which necessarily will be a historical

analysis, will help top managem-n- see what actions should

be -aken to control the input and proc.ss components.

The questions lismed in Figure 2.2 should be useful in

making -hIs analysis.

G. CCOTHOL SYSTEM PROBLEMS

Now tha "her . is a f.-amework wi- which to discuss -he

ccn-rcl system, there ar _ a numbe= of potential difficulties

which may complicate -he process of implemen-ing a selected

con:cl system iuring the NAIDAC tzansit;on to the NI?

funding environment.

First, " should be recognized that the NIF (Navy

Industrial Fund) activityIs customer is participating in

the p--paration of an appropriation budget (which will

contain a request fcr moneis to av2ntually pay the NI?
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Figure 2.2 Control Systems Design.

act'ivit-y tc= its prcducts or servizes) at -the- same ti-ms the

NIF act ivit-y and its parent command are preparing a II

budget (which conta-r~s the anticipated work to be performed

for custIcme~sl for the same peri-od for each 141? activity

group. Conseguently, the work loal siae upon which the

activity NIB' blidqet inpu-.s are based, are predicated on thae

custo:mser's ini-.ial subm iss ion of -.he related apprcpriati-on
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budget. In subsequent reviews, work load and related lollars

and ceilings may be increased or dec:eased. The two budgets,

ap~oopriation and NIF, are reconciled in -:he review process.

The very obvious weak link in this process Is that in

crder for major claimants to prapa-re and submit Program

Objective Memoranda (POM) issues necessary to fund present

and future ADP requirements, there needs to -xist a method

to reliably accomplish ADP planning estimation. Wih the

shortage (or non-existence) of historical data, and the

urdetermined price structure, the methodology for costing

existirg and/or new work will be in an embryonic staae, and

will be potentially unreliable and inaccurate. Curr-nt

procedures call for the NARDACs -3 aid customers 4nr cos-ing

cut new ADP requirements or those requiring a change in
scooe, in dollars and people to do the job. i-: appears that

these will be only approximations wi-h ar_bi-rary cost -sca-

lation factors incorporated for the out year rates, espe-

cially since out year stabilized rates have vet -c be

determined and actual rates will require arbitrary predic-

tions of actual resources used for that job. Further, ths

process of project-ing the costs of new work and/or enhance-

ments oriented -o the development effort does not satisfy

the requirement for a method of predicting or providing cost

es-imates in the production mole. From a NARDAC perspective,

acc!irat- budget inputs are only posszble if new work cost

projsctions (d-v.lopment and produc-ion) use the same proce-

dure as is used to generate customer's bills. Although it is

very difficult to construct a cost simulation model due to

the lazrge number of variables which can influence the

cutccme of a customer's bill, e.g., volume of input/output,

processing frequency, etc., accurate and consistent cost
estimation r;.quir-s such a capability. This ability to

provide accurate and reliable cost estimates is the corner-

stone of th- entire budgeting process.
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A second potential budget problem area will be -he

nataral tendency for all concerned parties to be overly

conservative in their bu4get estimations due to the lack of

historical data and the previously discussed difficult-4:s in

cost estimation. From a NARDAC's perspec-tive this could

result in unnecessary gains at the expense of the customer's

funds. Obviously, excessive optimism n budgeting --

equally destruc+ive since this would result .n adverse
impacts on the cash position of the activity as wcrk is

completed and billed to customers at less than actual ccs-:s.

Normally, this excessive budgeting op-imism cr pessimism t

corrected via the NIF budgetary -:-view process. However,
without an accurate method to project costs neithe.r NAVDAC,

NAVCCMPT (Ccmp:rclle.: of the Navy) nor OSD/O4B (Offics of

the Secretary of Defense/ Office of Management and Budcet)

will be able -to accurately accomplish thei. reasonableness

review )f -he NAVDAC/NARDAC budget submit-ted.

Another major problem which can reduce the zeffectiveness
cf -.he budgeting process is the adverse effect of NIF

required rate stabilizaticn (See Chapter IV). rhis r-quir-_-

men- eliminates a large measure of managerial flexibili-y at

the NARDAC level, and drastically r=duces the ability of the

NARDAC Ccmmannd,: to control tha financial positicn of his

ccmmand. Under rate staoilization, :he .- umber and kinds of

ratss to be used is set by an Activity Group 1anag-r (NAVDAC

4n -he case of NARDACs) based on the ac-.iv-tys or ganiza-

tion al structure, diversity cf workload, and other manage-

mn- cons iderations. These rates, once se , are to remain it

effect fcr the duration of the fiscal yea=. Whileo-. this

system does ease. the budgeting qroblem C the users, i

greatly ccmplicates the budgetary problems for the .APDAC

Commande-r, especially in the uncert-i- near term NIF conver-

sion environment. It further sends some- very poor signals to

NARDAC Coamander about whera the real powsr to ccn-rol
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financial decision making resides. Certainly, it ns diffi-

cult to hcid a Ccmmander accountable for budgetary problems
when the billing rates and adjustments are contrclled by

cthers. As a further complicating factor, the stabilized

rates proposed by NAYDAC (which are not finally determined

until completion of the NAVCOMPT and OSD/OMB rviews), are

prepared approximately fifteen months prior to its execu-

tion. These rates may not be reflective of current costs.

A third control system variable which must be ccnsidered

in the budget preparation process is -he determinaticn of

whether to use standard -ates or individual NARDAC act-ivitv

rates. The major concern here is I n t-rms of the

responsibility signals that are sent -o top management. The

use of standard rates will also make in more difficul 4 for

az individual "IARDAC activity to budget f or equipment
changes, the dynamic nature of workload requirements, etc.,

and may not be at all relective of the resources used and

costs involved at a pirticular sits. Further, such

managerial initiatives as granting discounts to large

consumers, and the use of flexible pricing as a technique to

smoot.h the problem of peak demand, are rendered more

difficult, if not made impossibl-.

Finally, there is a whole 'os- of lesser budgetary

4:issues that remain uresolvad and :omplicatq -efi iItion of

t1e control system. Will valuation of ca)ital assets be via

replacement cost, purchase cost, o: salvage value? Should

software be depreciated? If so, how do we determine Its

useful life? Are free service.s provided to a tenant NARDKC

to Ce :ncluded in the billing rates? If not, how wil.

perfcrmance m2-asurement criteria be compensated for to

ensure the genera:icn of accurate and meaningful results

throughout NAVD&C? How are the NARDACs to capitalize underu-

tilized or non-utilized plants/facili:ies/equipment? Will

it e -:eated as a mobilization or waitime rserv a?  Are
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databases a capital asset? If so what. is their proje.cted

life and how is a database's value detiermined? How is the

cost of the NIF Financial Control System to be funded? Are

customers to be charged for expenses not related at all to

their jobs, such as Commercial Industrial Activity studies

and reports?

It should not be expected that any of these budgetary

problems will be eliminated over the near term. The NAVDAC

NIF fiscal year 1984 budget was developed based on data

available from operations under the O&iN appropriation, and

the fiscal year stabilized rates will be developed based on

this budget. Similarly, the fiscal year 1985 budget and

stabilized rates will be bas--d on work load projections from

the NARDACs operation under the O&XN (Operations and

Maintenance Navy) appropriation. rhe fiscal year 1986 budget

and stabilized rates will be the first ones developed

ut.ilizing actual performance and cost data collected under

the NIF erv4-ronmqnt. Therefore, fiscal year 1986 w~ll be

the first opportunity to realistically evaluate the effec-

tv-ness of the transition of the 3ARDACs to NIF.

From a Responsibility Accounting System perspective, the

decision to use process cost accounting -s opposed to job

order cost accounting will complizate -he NA3DACIs basic

rslationship with the users. Under process cos- accounting,

costs a:e identified to specific products cr services 4n

lieu of spscific customer orders as is done under job crder

cos- accounting. Under this systam, direc- costs are all

ccs-s which can be dir=ctly iden-:fied -o the process of

producing end-products or services for any customers.

Conversaly, production costs of thase types which cannot be
identified to the process of pro ducing end-products or

services for customers are defined as indirect costs. While

thi*s say prcvida more facility to zanage the NARDAC/NAVDAC

mission, i- precludes t-he customer from -tying his bill to a

particular job cost account.
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From a motivational perspective, with the return and

redist-ibuticn to the major claimants of the mission funds

budgeted and identified for funding the NARDACs, urless the

NARDACs are able to provide an appreciable ADP cost saving

to the users, there will be a strong tendency on the part of

these users to inplement their own AD? service in-house via

minicomputers, especially now that they are reasonably

inexpensive. Perhaps this is not contrary to what the

organization is willing to accept, but a decisioz of this

nature should be a conscious decision and nct cme mads

after-the-fact.

Finally, one of the most critical aspects of -. he control

system is the selection and dveLopment of meaningful

perfozmance standards. It must be remsmbered that a parti-

cular figur_ does not operate as a norm simply because the

ComDtrcller calls i- a standard. I- operates as a rnorm only

to the extent that the executives and supervisors, whose

activiy 4t measures, accept it as a fair and attainabl -

yardstick of their performance. Generally, operating execu-

tives are irclir.-d n c accept a standard to the extent that

they are satisfied that the data is accurat-)l reccrded,

that the standard level is reasonal!y 1-tainlb.je, and the
variabl-s i- measures ar e contrcllable by them (Ref. 16].

Thus, the development of production m-e-asurement and pr:duc-

tivity standards need to be develope.d in all areas of opera-

tions so that NAVDAC has a scien-ific way to judge -h

relative efficiency of all of the NAaDACs In a way that is

judged accura-te, attainable, and controllable by the respec-

tive NARDAC Commanders. Further, tan productivity measures

selcted need to permit comparisons between NAVDAC activi-

ties and private industry. This will become critical in the

out years when the NARDAC's begin operating in a competitive
environmernt. Obviously, t"his requires the construction of a

job czde: structure which will pz.rmit the extraction of
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meaningful performance measures. For example, proper
management will require that the 'fAVDAC monitor performance
and costs in ruaerous resource pools or cost centsrs.

Performance or productivity measurzments in each riscurce

pool for each NARDAC needs to be ext.racted and variance
analysis between actual and planned performance needs to be
accomplished, emphasizing each NARDAC's performance in rela-
tion to one another and, most importantly, analyzing trend
data by concentrating or, relative changes vice aDscluts

values.

H. CONTROL SYSTEMS: & FRAmEWORK FOR VIEVIEG THE CHARGEBACK

PROCESS

This chapter lays :e framewo:k within which -.he

following sections of the thesis-a:ees to b: conuidsrzd.

NIF, the Chargeback system, th= Buiqaz prepare-icn process,

performance measures, etc. do not exist unto themselvas,

but are part of the greater organizational contrcl struc-
ture. There is no right or wrong system, and each organiza-

tion will tailor a control system to meet is needs and

optimize its oerformance. Speci fic, chargsback -echniques,

accounting ;rctices, and performance aeasures will all have

s-trengths and waknesses arn paz:icilar situa-ions whers
the-y art most applicable. Thus, advantages or disadvantages

of chargeback techniques, for -xaamle, must be addressed

within the cctext of the selected control structure. 4hat

is important is nct necessarily the control structure

itself, but how it is imol.mented. Incorrect control system

d.cisions made early in the NIF traasition stages will be

hard tc recover from in the future.
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I. CHARGEBACK OBJECTIVES

Historically, management has implemented a cha:=_eback

system in the belief that it would directly accomplish a

host of organizational objectives. These include:

1. imprcving kDP cost accounting and cost control:

2. increasing ADE efficiency as a result of the cost

crientation perspective;

3. increasing customer awareness of ADP costs;

4. causing customers to critic-lly evaluate their AD?

=equirements based on the economic value of requested

services (i.e. to serve as a check and balance

against providing unnecassary or unjustified
services);

5. recovery of ALP costs;

6. effective allccation cf computer resources and the

encouragement cf load lev-sling, by adding a factor or

gran-ing a discount to a job which requires a high

pricrit-y or can tolerate a lower than standard

priori.: .
There may also be a number of indirect benefits which

may be realized by implementing a chargeback system. For

example, it may provide a uant--ati-ve basis for equipment

evalua icn wi:h -espect -- cos- and performance. Further,

by Allowirg .ach sys-em resource -o pay for itself i t may

make justificticn cf additional nariware simpler or mor =

dirct. it 2ay provide derived ia-a which can be used to

adjust an installaticn's operations schedule. It can prcvide

a quant.itative, basis for project cosning. Finally, it may

r.ncourage user participa-ion in design d-cisions as a result

of user awareness of the costs of computer resources.
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J. FULL COST RECOVERY OR PROFIT CENTER

The attainment of these objectives is at least oarti -ally

a functicn of the chargeback technique selected for imple-

mentation. Prior to the selection of a specific technique

cne of the key issues that must be resolved is whether the

computer center is to operate in a full cost recovery or

profit center mode.

The essence of this issue is whether the rates charged

for ccmputer services should provia only for recovery of

costs or fcr generation of a profit by the computer center.

Under the service center approaca rates are sa.t with the

objective cf generating revenue just sufficient to cover the

costs of *he computer center. Jder the profit cen-er

approach rates are set to provide an excess of revenues over

CostS.

The cost recovery approach could result in lcwer charges

for computer services and, therefore, could tend to

encourage fuller use of computer resources. This may be

especially important to org anizat:ons that have just

acquired a new system and are trying to promote its use.

This apprcach should stifle any desire by users to patronize

outside service bureaus, since -he charge for using the

internal facility should ba less -:haa the amount charged by

a serv:z.a bureau. Also, the use of a cost based charge

should tend to reduce the occurrence and intensity of

disputes over the equity of charges. Such disputes are

especially common when rates based upon market rates arc

use d.
The profit center approach may be a superior means of

motivating the management of the computer facility. Not

only is there motivation to hold zosts down, but also to

provide quality services that will maximize the satisfaction

of .ser needs. The computer centr manager becomes market
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oriented and seeks to develop and provide new services thae

take advantage of the best available technology for the

benefit cf the users and the total organization. It alsc

provides a better basis for economic evaluation of the
computer facility by top management. Comparison of the

return on investment of the computer facility with tha- of

other parts of the organization gives some indicaticn of

whether the investment in computer resources is justified

relative to alternative uses of ozganizational funds. If

users are willing to pay the rates charged and use most or

all of the available capacity, a large profit should be

generated to signal the need, as well as to provide justifi-

cation, for additional investment In computer facilities

(Ref. 17].

K. CHARGING FOR SYSTEMS AND PROGRAMMING

One of the more controversial aspects of a chargeback

technique irplementation is how and when to charge for

systems and programming activities. This decision will

require high level policy resolatioa since there ara equally

valid pro and con arguments. For example, charging for

development prcgramming services = an be a most efficient

safeguard against the development of systems that are unne-

c-ssary or unwarranted from a business perspec-ive.

Further, the mere act of recording costs required for

charging will enhance project control. Concurrently, it can

be expected that programmer produc-:vity will improve as the

incentive to minimize controllable non-productive timo is

fostered. Finally, it can provide data which will facili-

tiate comparing the cost of outside services when the need
for contracting cut arises.
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These advantages must be tempered by considering some
potential disadvantages. Charging for systems and pDcgam

development increases overhead, zan discourage innovation

and creativity, can foster inter-organizational conflict and

could result in the loss of control over programming

personnel. Users may perceive the programmers as "their

people" since the users are paying the bill. They may also

feel justified in demanding the best people be placed on

their jcbs and react strongly to personnel shif- from their

pet projects, especially if time Is a significant factor

[Ref. 18].

L. CHARGEBACK TECHNIQUES

The degree of realization of chargeback objectives and

the mezhcdclogy used in the selected chargeback algorithm

dsfine implicitly the management philosophy regarding the

role cf ADP in the organization. The two basic chargeback

approaches are the cost approach and the pricing approach.

The differencs in the two is primarily philosophical, .

the cost approach motivation is one of recovering the cost

of computinq services whereas -he price approach ccnsiders

that t: is cf greater importance to coordinate demand for a

resource with its availability and to allocate computing

resources in a rational and a.fective manner (Ref. 19].

There is considerable overlap between the two approaches

since i: is impossible to completely disassociate price and

cost. Fundamentally, the problem is to decide on the

resources for which to charge, detezmine the rates to be

used, and having an appropriate system to handle the rscord

keeping regardless of the philosophical approach to be

utilized. The following chargeback techniques ire the most
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popular and have been the most discussed in the chargeback

literature. '

1. DP as an Overhead Function

In this approach the costs of DP are not charged

directly to the user departments but are treated as part of

corporate overhead, which may or may not be allocated to the

various profit centers within the activi-ty. The basis for

cos- allocation Is generally indiract and non based on any

measurement or use of services. This is simply an old-

fashioned accumulaticn of cost in a DP budget withou- any

attampt at recovery.

The accumulation of all costs under one cost canter

is a strcng reascn for this approazh. It tends to keep the.

EDP department "honest" because it must account for its

funds in a straightfcrward manner aad it keeps the r=sponsi-

bility for the EDP department cos-s where they belong,

within -he service producing organiza-ion. Other advantages

of -his approach are: simplicity, avoidance of additional

accounting costs, encouragement of user compater expsrimen-

e-aion, t he tendency to insulat DP from the fluctuations in

-he organization, and to proviie the ED? d partmsnt Vito a

quaran-,n.ed annual budget. It further :ends to permit squal

treatment cf ill user depaztments a.d agencies, and (if the.

facility is not fully utiiized) it obviates the need for a

chargeouit system because -:here is eaough capacity tc accomo-

dats all users.

'The chapter on DP Us er Char eback in DP Processin
.aagemenn published by Auerbach Publishers InrZ. M
goo Th-fl9dcwn of al-arnative technilues. These will be
discussed and amplified upon to provide as broad a base for
analysis as coss-ble.
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Unfortunately, there are several s ricus

disa dvantages:

1. When processing becomes a free service, i- is

unlikely that management will allow unccntrolled

growth, and informal or intuitive means of ccn-rol

are inevitably adopted (i.e., if resource allocation
.s not done explicitly it will be dcne implic'itl;

[Ref. 20].

2. The only limit in this type of system is the upper

imit of -he ED? budget [Ref. 21].

3. Users ten to overuse the system, running jobs of

even slight value :r int__e-- because they are not

charged. That is, there 4s no n cant ve to make

efficient use of the ccmpu-e- since it ccs-s them

ncthing and a particularly poor job c: resource allo-

cation Is accomplished (Ref. 22].

4. There is no fc-edback which permits users to evaluate

how efficiently projects have been handled and who is

respcnsible .cr th _ pzcj-cts (Ref. 23].

5. There is no assurance that -he actual users cf

compouzr servicas are the on=- who ne d the service

-he most ("mcst worthy" is a personal judqemen-:

R.Ref. 24].

6. Users r. t empted to subs -tiits ccmput=_er resources

for cther resources for which they mus-t pay hard

budget dollars (Ref. 25].

7. nanagement has no guide as to wher a ditioa:

capacity is really needed since users would tend to

keep the system in a state of perpetual saturation

(Ref. 26].
8. laragement tends to view computer services as a non-

D=cductjv- overhead instead of a cost-saving device

[Ref. 27].
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9. Without a chargeback procedure there Is a lack of

incer.tive to write efficient programs [Ref. 28].

This method is often used when it is argued that i- is

difficult -c relate specific costs to individual users. It

is most widely used in small companies or when a company

first begins to use the computer resource. In this methcd,

users will tend to exercise little control over the effi-

cient and effective use of the compu.ter services. With such

a chargeback system, centralized control i-s necessary,

possibly via a steering committee designated to identify

needed systems; determine syst.ems develcpment priorities:

project manpower requirements for Sys-ems and programmin.g;

and project future hardwa-e and software requirements.

2. DP as a Charqed Out Cost Center

This approach involves !akiag some or all of the DP

departments incurred expenses and directly charging other

departments or operations for them, according to some scheme

or formula. The costs thus charged then show up dire.ctly in

the prcfit ani less statement )f the user department and are

ganerally viewed in the same manner as if they were incurred

outside the company or organization. These costs can be

allocate.d to ichieve ei-har full or partial -ecov.ry. In a

u'll cost r-covery approach, the oojec: is -o zerc ou- the

ccs-s incured by the DP organizat:on -hrough charges to

users. With nartial recovery, some portion of the incurred

DP expendi-ure inten-ionally remains unallocated.

a. Full Recovery Approach (Total Cost Recovery)

In a full recovery approach, the object is to

zero ou- the cost of the DP cost center; thus, every dcllar

of expense must somehow be assigned to DP users. The

easiest way to achieve this is to ien-ify -he services,
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units of work, resources, and other items for which a

charge is to be made and treat them as a product line. - Cost

accounting techniques are applicable in determining the

direct and the indirect costs associated with each Item.

Any cost expected to be incurred in running the operation is

included in either the direct or indirect category. Rates

or unit charges for each item (e.g., resource or service)

are determined by dividing the total cost to be recovered

for the resource or service (diret: and indirect) by the

expected us_ of that resource or service (Ref. 29]. The

basic notion is tha-t all users are charged as closely as

possib- for ictual resource utilization; machine billing is

based on ac-ual useage and standard rates, as collected by a

computer based system. The overall objective is to match

the income and the expenses of the AD? functicn. Services

provided to outsiders may be billed at a higher ccs- so tha-

charges -.c inside users can be reduced.

In theory this :=sul:s in full recovery of

costs. In oractice this is not ths case and one must either

accept a non-z.ro balance condition where the difference is

treated as cverhad, or force a zero balance condition by an

after-the-fact adjustment (either a rafund or an ext-ra allo-

cation). A variant of the full cost recovery approach is to

operate -he comute: ce.nter not only to reccver costs but

also tc show a profi-t.

b. Partial Recovery Approach

Partial recovery is more complicated -han full

recovery because it is designed to recover only a portion of

DP's costs. While there are two pramary reasons for

adopting this approach, the effect of both is the same: part

of the DP costs are not charged back.
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one reason in organization might adopt this

approach is that it feels a charge should be made only for

direct costs; overhead or indirect cost is not intended tc

te recovered. The second reason for adopting a partial

recovery approach is that the organization feels that some

services performed by the DP department should be charged,

while others should not (Ref. 30]. The decision on which

functions to charge out will be closely tied to management

philosophy and organizational policy, and the organization's

contrcl system.

There ars two basic variants to the partial

recovery approach. The first variant is the recovery of

operating costs only; these include machine and operator

time, input costs, stationery, data controls, etc.. System

development costs are no- allocated to users. The basic

reasoning behind this approach is that the investment in the

computer is justified only if the computer is fully

u *lized. Since it costs so much to develop systems and

programs before any use can be made of them, the organiza-

tion as a whole hears such costs in order to encourage users

to employ the machine.

The second varian. is jast the inverse. System

develcpment is charged to the user but data center sirvices

are provided as a corporate function.. This approach recog-

nizes -he difficulty of total cost allocation, in that

dev-Icpment costs are regarded as truly allocable since they

are carr:ed out for a particular user, whereas operating

costs are not since they a.e Incurred on behafl of all users

of the equipment. The drawbacks -o this type of approach

are as fcllcws:

1. The efficiency with which the computer is used is

less controlled since users do not bear these costs.

2. There Is increase d difficulty in differentiating

between the systems and programming development work
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and the maintenance work required to keep systems

operational.

3. The development of computer systems may invclve a

considerable element of "research" work on new hard-

ware and software and, as is common with other

research projects, it is often difficult to estimate

what the cost of such work will be [Ref. 31].

3. AveArae Cost nq

Average Costing is an implemen-ation of the ?ull

Cost Recovery Approach. It attempts to spread total costs

over a specific time-frame on the assump-ion that variances

in usage, such as peak-hour usage, will tend to average out

between users over an extended period of time. This method

is based on a cost allocation model -hat predetermines the

cost Der unit (in terms of time or performance) of every

compon.nt of the computer configuration. Every job is

billed according to the number of units or the components

consumed, where the number of un::s is multiplied by the

cha-qe per unit. Typical billiag centers are the CPU,

memory, printers, card readers, key-punch machines, disks

and tapes. Total costs for a billing center are determined

by calculating its direct costs and loading it with indirect

costs according to a cost accounting formula. In theory,

all users pay their fair share.

This practice loes, however, encourage a peak

loading problem since the user knows that his costs will not

vary significantly, even if all o - his jobs are high

priority, rush jobs run in the prime shift. Further,

comuter opera-tions have a high fixed and a low marginal

cost for incr-.mental additional utilization. When demand

for computer service is low, relative to supply, then

average cost pricing leads to high prices. If demand

inc zSas Es, the added costs are lDw and as a result the
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prices drop. The influence on the userls behavior is just

the opposite of what might be desired, i.e., it would be

preferable to have prices low when demand was icw so as -o

encourage additicnal use. Additionally, this method could

cause bottlenecks with critically scarce resources (e.g.

Input/Output Channels) since the penalty for being wasteful

is relatively small. Thus, it may be necessary to us-

priority or rationing devices to augment this system or else

charge fcr demurrage.

it is, however, simple and easily understandable to

users and, therefore, lass subject -o dispute than other

chargeback methods. Furthermore, the :ates may also be used

for project costing ani economic feasibility analysis of

proposed new applications.

4. wall Clock Jme al Job

This method first appeared during the second genera-
tio. of hardware, Dar-tic'larly in government installations,

with "elapsed time" as -oted by an operator being multiplied

by a fixed machine rate to get the cost to be billed to the

user. The charge was never more than an approximation of

the actual costs and it is incnsistent in a mul:iprogram-

ming environment.
5. Elapsed Time in Mooproaammnt Mode

This is a variation of the wall clock time system.

It assumes a given job is the only job being ran at the

time; an assumption that ignores -he inherent cperating

efficiencies of multiprogramming and, thus, it generates

unrealistic cost figures.
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This method avoids the above problem but it is

complex and difficult to measure accuarately, to the extent

that many usrs have rigorously avoided using it. Package

systems are available, however, to accomplish this task with

reasonable efficiency and at an acceptable level of cost.

7. Fixed Fee Chares

Fixe.d Fee charges are attractive because -hey give

the user precise cost figures in advance. However, th-.

utility of the system depends on how accurately the costs

are allocated by the ADP function and, if there are over-

runs, the excess must be passed on to other users. This

approach has several variatiors such as flat rate (e.g. an

hourly rate) where the rate is determined by dividing total

expenses by the total number of hours that the rescurce is

used, cr flat-rate-by-shift wher the off-peak hours have

lowar prices and thus the demand peaks are leveled off to a

degree.

8. Fiexible Pricinq lathcd

This method attemats to use- an internal mechanism to

achi*eve an efficient allocation of computer services as well

as cover costs. Dilling of customers is varied automati-

cally, so that a high =harge will be billed when the quan-

tity demanded is high r.lative tc :he production capacity,

and a low charge is billed when the quantity demanded is low

relative to production capacity. This approach is designed

to equate damand and supply at the nighast possible prices.
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9. Incremental Cost 42thod

In this apprcach each use- specifies his require-

ments fr computer services; these requirements are

converted to specific configurations; costs of the final

ccnfiguraticn are allocated to the users; users evaluate the

costs allocated to them against expected benefits and conse-

quently change their demand. This practice is iterative in

natare.

10. Market Prices

The majority of organizations that price computing

services on the basis of prices of like services on the open

market dc so because the computer center is structured as a

profit center. Market oriented pricing techniques include

current market price, market price less a discount, negoti-

atel price, and average market price. When the information

can be acquired, the current market price is the internal

price used by many firms. The underlying management philo-
sophy is that decentralized management should operate wi-thin

the framewcrk of an open competitive market. This is

thought to allow valid evaluation of computing centr

per:ormance [Ref. 32].
Market prices provide a m re stable charging rate

ard better motivation of the data processing manager, but

also have significant disadvantages. For example, market

prices may not be readily available and a cors-iderabls

amount of -ime and effort is raquired to determine the

appropriate current market price; the problem of handling

peak demands and high turnaround for pricrlty work are unre-

solved; and the economics of computing may not be the only

reason for having an internal computer - speed, security,

privacy of data, and flexibility may also be considered very

important. Finally, there is also thi greater question of
whather users should be able to use ou:side services at all.
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M. CHARGEBkCK SYSTEM STANDARDS

There are certain universal staniards which are appli-

cable to all chargeback -echniques and which must be. present

for a successful program to be realized. The purpose of the

system must always be kept in mind when considering a

selected chargeback technique for the presence of these

standards. The amount of time, effort, and cost :nvestsd in

the system should be balanced by -he size of -he organiza-

tion and the contribution of chargeback to :he control

system. These standards include:
1. _uiIable - all charges, including personnel, s-qui-D

ment, and overhead Costs, should oe based on use data

qathered by the system, with each customer billed

only for the quantity and cost of resources used. As

a corollary tc this standard, one group of users or

one use r must not be subsidized at the expense of

another. To do so would open the chargeback sys-em

to accurate charges of being unreals-ic and unfair.

2. _--.jcducablc. iPep-atabls) - The cost of a job must

not be contingent on the system load, i.e., it should
cost the same -o run job "" on a completely empty
sytem as in would if job "A" was running with

numerous other jobs. The Zos- of a job run today
under a set p:icing policy should be 6he cost of the

same job -omcrrow under -the same pricing scheme. A

variance cf nc greater than one per cent is thcught

-o be acceptable. Similarly, if a given application

is run more than once, the system should generatc

comparable charges, regardiss of when the job is run

or the job mix. (If the user has specified a turn-

around time, -his standard need not apply.)

3. Realistic - This standard is satisfied by deriving
charges from actual costs. It provides quantitative

data for a mltiplicity of ases and decision making.
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4. Accurate - The system must accurately ccmpute

custcmer charges.

5. Understanjakl - This is the most impo-tan- standard.
The custcuer should be able to determine how the

charges for his job were computed. This also means

that the charging policy must be simple, and not

require an in-depth knowledge of computer cperations.

If the charging policy is designed to assist the user

in making solid economic decisions, -h4 price st=uc-

ture must be useable for budge-ing and usage projec-

tions. The importance of this standard is evidenced

by Nolan's discovery that only four percent of the

users/managers h-e intezviewel understood their

charges well enough to take effective control acmions

(Ref. 33].

6. Promote Efficient Use of Resources - The system

should encourage customers to use the computer

systems efficiently. For example, it can discourage

the uss of emulation programs or the mounting and

dismcunting of private volumes.

7. Audi-taDle - outsile sources should be able to track

each billable charge to its prooer cus-tomer and

ensure fair and equitabls charges.

8. Cost Reccvery - The system should recover the cost of

operating the computer center. That is, the system

should be so designed that costs are recovered only

from the actual users of resources. This is particu-

larly important when the object is to run the ADP

budget with a zero balance, i.e., to recover all

costs but no more.

9. Cnt:2l11"e Cha:_aje- Charges should be made on

resources the user has control over. Not only must
the user actually have control over the resource

used, but h . must perceive -his control as well.
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10. Sability of Charg-s - Constan-sly fluctuating prices

will discourage the user from making sound econcmic

decisions. Howevsr, the system must be permitted to

change over time. As a rule, changes short of a

major rats adjustment shouli be as a result of use

rather than changes in the chargeback system.

11. Ease of Reso.rce Measure Extraction - Resource

measures for charging should be easily obtainable

from the computer.

12. A~dea_ of Billin ResorcBe§ - A large enough set of

billing resources should be chosen to make the system

zealistic, while not choosing so largr a set that the

charging system becomes unmanageable.

13. Flex ibi liy - The systsm must change as needed to

adapt to the needs of the organiza:ion. Chargqback

is, after all, a tool utilized by management nct an

and in itself.

14. Allowance for Cost Estima-inq - The system should

allow the user to forecast costs with a high degrse

of ccnfidence. This is essential both for budgeting

and in evaluating oroposed new applications.

N. CHARGEBACK SYSTEM ADVANTAGES/ DISADVANTAGES

1. Advania q-s

The decision on which ahargeback -echnique tc employ

will at least be par-_ially based on the perceived role of DP

in the organizaltion and -he contribution an effective and

efficient chargeback technique will have as oar of the

organizational control system designed by central

management. To this end, a cha-geback system is normally

considered to havs significant advantages in fcstering

efficient management of the compute: resource as well as

providing for significan- improvements :n cost control and

resource allocation.
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In the area of improving the management of the DP

effort, one of the basic reasons for implementing a charge-

back system is simply to conform to good business practice.
Among other benefits, t-his helps to integrate DP into the

company and can enhance the status of the DP department by
dissipating the image of DP as an economic sink hols in
whi'Th hard earned corporate profits were consumed. In addi-
tion, since the computer is paying its own way, increases in
budget to c.nlarge the systems capaci'ty are much easier t
justify on an economic basis. Thus, chargeback becomes an

economic information link betweea users and the lata

processing facilities, which should help in reducing commu-

nication difficulties and thereby promote cost control and

the eff.ctive use of resources.
In addition, a chargeback system can be an effective

method of resolving the problem of what rate of technolo-
gical prcgress user's should try for, i.%. , technological
change and advancements proceed at a rate the user market

will support. An important aspect Df this advantage is that
it can b ccme a useful method to escape the cost-bernefit

labyrinth.
Perhaps most importantly, .n order to ensure that

expected benefits will be realized, a chargeback system
makes manageant involvement in systems development and

implementation more likely. Such involvement will snhancs
the lik-alihood of success. A chargaback system thus becomes

a valuaole aid tc management in their planning and supervi-
sory efforts.

The chargeback system also provides the potential

for numerous organizational improvements by allowing for the
basic accounting function of cost recovery and cost control.

It also allows for the accurate statement of the total costs
of user departments to the DP cost level. In aldition, by

alloca-ing costs, the data processing department has better
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economic justif icaticn of its resources and provides a

method and criteria by which to evaluate data processing

marna gempnt.
A chargeback system also helps to ensure that DP

functions in a cost-effective manner, especially if users

are permitted to use an outside service bureau. In this

situation there is an incentive for management to minimize

cost and maximize the quality of service. It also permits

the user to have some control over both the cost and the

quality cf the data processing servic. provided.

In the area of resource allocazion, a chargeback

system can be expected to provide a number of substantive

advantages. It provides a check and balance system with

which to guard against providing unneccessary or unjustified

services by harnessing user economic decision making and

thereby regulating the demand for scarce computer resources.

By encouraging user departments -o assess realistically

their use of the computer facility, a check is provided on

the ccst of the ccmpu'er installation which can easily

spiral upwards if the costs :emain anappoztiored. Thus, at

the margin, users will request services only when they

believe the benefits are greater than the costs charged

against their budgets. If the computer function is treated

as an overhead item, the incentive -s to increase computer

usage almost without limit. Users attempt to substitute the

"free good" computer resources for other :esource s for which

they must pay.

A chargeback system can also be expected to

encourage people to judiciously use ca-tain resources (e g.,

by placing a high price on prime shift versus night shift

processing) -nd result in better resource utilizaticn by

providing an incentive for users to use off-peak hours.

With the use of flexible pricin g this can assist in

balancing the processing workload between peak and slack

periods.
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Thus, if the pricing structure is adequate, the

chargeback system will do a good job cf resource

allocatcn-- deciding who gets what and when.

2. Disadv an taqes

As with all decisions, the implementation of a

chargeback scheme does have some serious potential disadvan-

tages. Cost recovery, as previously mentioned, could

discourage computer use and users could become less likely

to sxperiment ard innovate, thus reducing the chances of

significant gains. By placing the responsibility for

assessing the value of projects on the user, a very paro-

chial and short term view of the benefits to be gained from

a project could be taken. The result can be a tendency tc

stagnation, missed opportunities, ad hampered progress as a

result of excessive preoccupation with costs.

Further, opponents of cha:;ing schemes argue that a

good responsibility accounting system may serve to acccm-

plish the same objectives as a system of internal pricing at

a lower cost. They also argue that administering the

chargeback system is costly and bzings no extra real income

- the organization; that -it is hazi to allccate charges

fai ly especially when -he same output is used by multiple

users: that the system favors weal-hier crganizaticns, so

tha- worthy-but-poor projects may no- get equitable t=eat-

ment; a n that users can be given accura-te cost data on a

continuing basis, even if a charg-back system is not used,

thus combining the alvanzages of both policies.
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III. ECOMI QONSIDERATIONS

A. PRICING AND THE ALLOCATION OF COMPUTER RESOURCES

The allocation of computing services is a classical

problem of allocating a scarce resource. Therefore, the

pricing mechanism must also serve as a rationng mechanism.

The problem is how to flexibly adjust prices in c.der to

effectively allocate the scarce resource and how to limit

the budgetary impact of price fluctuations. 2

When demand for computer services excseds the available

supply either the user is unable -o obtair. all cf the

computer time he desires or he is unabl- to cbtaiz these

resources when he would like them. With the advent of third

qeneraticr computers a variety of ways to handle -he alloca-

ticn problem were suggested. In the la-e 1960's, Schmidt

examined -he prcblems caused by average costing procedures

and reccmmended a system of flexiole4 pricing and service

priorities (Ref. 34]. Sutherland went one step fur-.he: and

propcsed a bidding system for computer -ime [Ref. 35].

These two proposals are interest.q for analysis p'lrpcses

0-at fail the test of simplicity and do not allow for user

budgetary planning. How then can the resource allocation

problEm be rsolved?

The allccat ion problem mus- be approached with the

und rdstading that scme type of allocation scheme always

exists. It nay be called by any name but the demand for

scarce resouroes will reuire an allocation schemes. There

is simply no such thing as "no allocation". As Nielsen

2 1t should be ncted that NIF funding limitaticns allow
for price changes only once a year and allows a three year
pZrZod of ccst recovery balance as :he corpus is reimbursed.
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points cut, if resource allocation is not done explicitly it

will be done 'mpl icit ly. In most cases the default

mechanism is a first-come-first-served (FCFS) system. This

is particularly true when ther s is no rationing of

computing, when everyone can submit as many jobs as

frequently as he wishes. Of course, delays in turnaround

act as an implicit rationing mechanism; as delays become

longer and longer demand grada-ally becomes choked off.
This type of allocation method is only apprcpriats when

all jobs are of equal importance. Since this is rarely tho

situation, resource allocation is accomplished via some

grouping of administrative regulation such as not allowing

jobs longer than "x" number of minutes during the prime

shif -t in order to improve turnaround. The major problem

encountered with administrative r-aguiation resource alloca-

tior. is that these regulations, exemptions, and other steps

tc temper the effects of FCS system are often made or

determined by the individual least qualified to make them,

e.g., the ccmputer operator, computer center manager, etc.

[Ref. 36).
Theoret ically, a lynamic flexible pricing structure

subject t.: the instantac-_ous supply and demand forces could

be zeccmmended, via a bidding system for example. However,

such a system could result in sharp price fluctuations as

supply and demand vary over time and the overhead cost from

a bidder an system perspective could be considerable. This

system would also negatively i-mpac= on the aDili-ty of the

users to set budgets. In pract.ce, the price structure must

then be relatively stable over time and emphasis must be

placed on pricing over the long run. If a center =ies to

match cost and revenue in the short run, the use of charging

may b.ckfire. When a new system is installed there i-

generally substantial excess capacity. To recover costs

with low utilization implies uneconomically high charges on
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the average. Thus users will be discouraged rather than

encouraged tc use the system. The situation is jus- th-s

reverse in the latter part of the system's life. Dematd has

been built up, so utilization is high. This implies a low

price (to avoid a profit if the goal is to break even).

However, the bargain rates attract further demand tc the

already overloaded system. The use of long-run costs as a

basis for setting average rate levels will mitigate this

type cf problem (Ref. 37).

Of course, the level of prizing could be adjusted to

achieve a variety of manageme.:t objectives. If the goal is

to ccve: ccsts then the average price rate can be set to

equal the lcng run capital and operating costs. If regula-

tion of demand for the scarce computer resources is desired

then prices can be raised to achieve this goal. The pricing

structure can also be used to eliminate enforced computer

idle time due to an insufficiency of user funds by lowerina

the price level. it can assist in maximizing the value of

the computer services provided by adjusting prices downward

for underutilized systems thus achieving a bett.er overall

system balance. Finally, i- provides feedback about which

service is most useful tc tho user and thus enables a more

educated decis;on as no which type and mix of hardware and

software tc emplcy. This lattar fator would be mos-_ usefil

when expansion of -he sys-.em is considered.

B. PRICING CDMPUTER USAGE - AN ECONOBIC PERSPECTIVE

In the process of determining which chargeback approach

to use there are a number of econiric factors which must be

considered. Economically, it Is of-ten assumed that there

are increasing returns to scale in producing computer

services, which stems from the behavior of the three main

independezt variables of the production function of computer

56

Li



services: hardware, software, and manpower. Various studies

verify (Sharpa,1969 [Ref. 38], Schwab, 1968 [Ref. 39],

Streeter,1972/73 [Ref. 40, 41] ) that mainframe matufac-

turers set up prices that behave according to Grosch's Law,

which states that equipment performance is a quadratic func-

tion cf its cost and thus reflects increasing returns to

scale. Further, increasing returns to scale are realized by

users of a large system from the use of software systems

containing compilers, advanced operating systems, and the

liks. 3

Since the variables affecting the production of computer

services are subject to increasing raturns -o scal, the

cost function derived from the production function will show

that for any given productioa level tbs rate of growth of

cost is lower than the rate of gownh of output. Such a

schematic cos curve is exhibited in Fig. 3.1. The total

cost curve (TC) is typical of the case of increasing r-turns

to scale and negatively slcping average cost (AC) and

marginal cost (.4) curves are derived from it. The cost

curves are characterized by marginal costs being lower than

averag. costs for any given outpu- level.

It has been argued that classical micro-ecoacmic thsory

establishes the conditions that pertain to an optiMal

i-tornal pricing system for computer services, where an

optimal price system frcm the organizations pcint of view is

the one tha allocates the limited r esources in a way that

maximizes utility for the organization. This optimal price

detsrmination is described in Fig. 3.2. From the organiza-

tion's point of view, the optimal quantity of services and

the internal price will be Q* and P* respectively. It is

evilent that this is the optimal solution and that at any

3 ncreasing ,etu=ns to scale means that if the inputs

are dcubl.d, output is more than doubled.
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output for the organization canaot be increased by a

different allocation. To achieve optimal allocation, price

has tc be identical for all users in the organizaticn'for a

specific service. If a certain user faces a price higher

than for th. other users, the marginal revenue of services

will be higher than for the other users. In such a case as

new allocation of computer services and the allocation of a

larger quantity of services to the user paying the higher

price will increase total output of computer services in the

crganization (Ref. 42].

I I'
P, ?C, MR

P* MC

ME

Quantity of Computer Services

Figure 3.2 Price Determinat.on of Computer Services.
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In the Economics of Com2.ers, W.F. Sharpe developed

this same pcsiticn arguing that, the computer center should

be established as a cost center rather than as a profit

center. Sobczak in his Pricing Computer Usage article

argued -that, using classical microeconomic theory, a cost

reflective accounting system does maximize the benefit

produced by the computer dollar and that if a computer

center operates to make a profit or sell computer services

below cost, forces have been crea-ted that encourage subop-

t-mum conditions. Thus, the price established for computer

services must be a reflection of cost in order to maximize

profit. (An obvious corollary to this argument is that a

major design objective in developing a chargeback algorithm

is to establish prices that reflect, as closely as possible,

actual costs to the organization; contingent upon control

system design)

In Fig. 3.3 the total cost (TC) curve represents the

cost to the computer center of providi g capacity for a

specific quantity of computer work (Q). The total revenue

(TR) curve represents the value - -the organization of the

work, with TR increasing prcpor-tionally with sales. its

straigh:line shape through the origin shows that price is

constant at all levels of output. rhe slope of the TR curve

is the marginal revenue. It is cons-ant and equal to the

prevailing market price, since all units ar _ sold at the

same price. The organization maximizes its profit at the

output Q*, where the distance between the TR and TC curves

is the greatest. At lower or higher levels of output to-a!

profit is not maximized. The bottom part of Fig. 3.3

represents the marginal cost and revenue curves that cor res-

pond to the TC and TR curves directly above. The MC and MR

curves represent the cost and revenue of an additional unit

of capacity. The optimum operating point for the fir2 is

where the marginal revenule of an additional unit of work is
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equal -to the marginal cost, which Is shown at Q* units. The

total profits to the firm is equal to TR1-TC1 dcllars. This

is the profit maximization point; producing any o-her quan-

tity of work will result in decreased profits.

The discassion above of microeconomic theory and its

applicability to computer center operations is interesting

but must be kept in perspective and suffers from some limi-

tations due to the special market characteristics of a

computer center. First, there may be factors or organiza-

tional objectives that central managemen- feels are signi-

ficant enough to compensate for the loss of total profit,

e.g., they may wish to force the compu-er canter management

to perform efficien-tly and gauge his progress via the same

business barometer as exists for other divisions-- profit.

Second, establishing the int_-enal -ransfer pice at cost

differs from the concept of price as viewed by the economist

cr businessman. The economist believes that price should

exceed cost by only what is required to yield a compet-i::vs

rate of return on Invested capi-al. Often, he views a fair

or normal profit as an element- of cos-. The businessman on

the other hand, considers cost as only one of -he factors

de =rmin..in pric and feels that fac-ors such as produc-t

demand and value to the consume: must be ccnsidered. Third,

the term cost can be used in different senses such as fixed,

variable, or semi-variable and this can complicate the

process of analysis to a considerable degree.

There are also limitations built into the model that

mus- be considered. First, for a given output under

increasing returns to scale, the price will be established

at the intersection of the marginal value (MR) and the

marginal cost (MC) curves such :hat the computer center will

not recover its total costs (Fig. 3.4). The price PI and

the Quantity Q1 are determined at the point where MC z 3R,

but at :his price the computer center will sustain losses of
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Figure 3.3 computer Economics.
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(Cl - PI)Q1 and will not recover its costs. Thus, wnen -:he

production function is characterized by increasiag returns

to scale, price deteruination based on marginal costs does

not result in recovery of total costs of computer services

by their users, which may be a reguired factor of economic

efficiency.

C1 - -- 1I I
I II I

I

I CA C

IL Q I

Q

Figure 3.4 Price Determination: Uader Incr Rtns to Scale.

There are other model limitations which must be consid-

ered such as non-homcgeneity among users and the problem of

estimating the demand schedules of the single users.

Nevertheless, analysis of the problem from a classic microe-

conomic perspective does provile va-liable insight into the

problem and helps maintain perspective with regard to

selecticn cf a chargeback apprcach. For example, the
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average cost chargeback algorithm approach does no- fulfill

the condition that the price of a unit of service must .equal
the marginal cost of its production and the flexible pricing

approach will not guarantee recovery of total costs of the

computer center since prices are determined by demand.
Further, equality of prices and marginal costs are not
necessarily obtained and users are not able to pre-evaluate

costs versus benefits of acquiring computer services. A
user can secure price or reaction time but not both.

Finally, and perhaps most importantly, the economist assumes

people and organizations operate -ationally and that deci-
sion making by organizations is from a purely rational
perspective. This is obviously not always the case.

Given the nature of classical microeconomic theory, what
does it suggest to the organizatio. anticipating a charge-
back system implementation or reviewing the adequacy of an

existant chargeback system? Sobczak and Borovits et al., in
their respective papers draw some pertinent conclusions. A
few of these will be discussed since they lend themslves
very naturally to the study of chargeback systems implemen-

tation -echniques.

First, With a large multipogramming system, the
accounting algorithm must allocate costs on the basis of

systcm resources ( CPU, processor storage, channelZ, etc.)
utilized to be cost reflective. Accounting on an elapsed
time basis, simulated stand alone elapsed time, or simply on

the basis cf CPU usage does not properly account for
resource usage. Such techniques are decidedly not cost

reflective and it is not difficult t-o develop realistic

examples when actions that reduce run -ime in a stand alone

system, or result in decreased cetatral processor usage,
could actually be more costly in a mult iprogramming

envircnmant.
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Second, aany acccun-ing routines charge improperly for

programs that use a large amount of a single resource. it

is not absolutely correct to say a job should be charged in

proportion to systems resources used, since high usage of a

single resource can inhibit the use of the other systems

resources. For example, if a job uses most of the processor

storage that is available, central processor usage and cther

resource usage can usually be expected to be lower than

average for the duration of the job, resulting in decreased

revenue. Some multiprogramming accounting algorithms

neglect this fact altogether. In others, there seems to be

an attitude that a user should be penalized for such use,

over and above the loss of revenue incurred, and an unrea-

sonable surcharge is invoked. As illustrated, charging a

job two or three times above cost is not better than

charging a jcb two o: thre times below cost.

Third, zomplicated algcrithms develcped to properly

account for such usage render it doubtful that the user

could react sensibly no the algorithm complexity.

Fcurzh, from an economic perspec-iva, -he process of

utilizing an acccunting algorithm to discourage the use of

expensive resources by placing an unreasonable surcharge on

these rsources is not optimal. rhere is no substantia-ion

for charging any more than actual cost since if the resource

in question is, in fact, -.xpensive, a cost sensitive algo-

rithm will reflect this.

Fifth, similar to above, the process of structuring

rates so as to discourage inefficient resource usage by

using an cverc ha rging penalty philosophy may in effect

encourage an inefficient allocation of resources.

Sixth, as previously mentioned -he inherent economic

weaknesses of the flexible pricing and average cost methods

of charging for computer services should at least be reccg-

nized. Both violate the principle that the price of a unit
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of service must equal the marginal. cost of its product ion

(amongs-: other wsakn esses).
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IV. NIP FUNDING

The decision that N1RD&Cs woull be NIF funded activities

simultasnoulsy mandates the implemen.ation of a chargeback

system and limits the chargeback tachnique selection possi-

bilities. Thus, a thorough understanding of the NIF

process, the oncept of working capital funds, -he NIF cost

accounting system, and rate stabilization policy is neces-

sary tc properly select the optimal chargeback technique.

The Navy Industrial Fund (NIF) was established by

Congress as a means of helping certain Navy activities to

function more efficiently and in a business-like manner by

freeing them from many of the worries arising from the total

dependence cn the cycle of annual =.ppropriations. Th- NIF

appropriation has an indefinite life from which qualified

commrcial/iir ustrial activ:-ies can be given working

capital to operate on a revolviag fund basis similar to

private enterprise. The term "revolving fund" means that

working cap-tial (called NIP corpus) is used to finance oper-

ations from the time that specific work is begun to the time

that paymsnt is receiv=ed from the customer [Ref. 43].

In basic concept, a revolving fund commences operations

with an initial funding by the Congress. The issuance of I

NIP charter fr.om -he Assistant Secretary of Defense

(Comptroller) allows the Navy to capitalize and financr the
NIF activity is a seperate operating entity. The activ:ty

then functicrz in a similar fashion to a commercial corpora-

tion, possessing its own assets, liabili-ti.s, and squity.

The equity (in a balance sheet sense) of the NI? activity is

called the "corpus" and represeats the working capital of

the activity.
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Having received an initial funding, the Industrial Fund

Activity would then take orders for work from Navy cuto e=s,

perform the work with dcllars from the corpus ; I the

revolving fund, bill the customers for the work, and receive

reimbursements from the custcmers (from their apprcpriated

money). The reimbursement would theoretically put the

corpus of the revolving fund back where it started. Since

billings are generally based upon "stabilized" rates, the

NIF activities tend tc collect cash from their customers at

a slightly variant rate than the previous outflow. Hence in

the short term, NIP activities can be seen to ei-her make a

profit or experience a loss.

At times the NIF revolving fund is augmented by direct

influx of cash from appropriations. In the even: that a

significant expansion of NIF business wsre envisioned, it

might be necessary to increase the corpus of -he NIF through

such a direct appropriatioa. On a more or less annual basis

cash is injected into the NIF in order to mitigate the need

for "stabilized" rate changes brought about by pay raises or
other escalating costs which are -ecognized in supplemental

aopropriaticns [Ref. 44]. Figure 4.1 illustrates the NIF

cycle of oFnraticns.

There are several im portant advantages of the 1IF

coaceD- which deserve mention. Fir- s:, a ccntractual buyer-

saller type relationship is established between the customer

and the activity, requiring the activity to define the task

and accurately estimate the costs. This fcsters a cost

consciousness anr eliminates the concept of free supplies

and seervices. This also enables the customer to prepare a

better and more realistic appropriation budget request from

Congress to pay for the work. Se=ond, the cost accounting

system relates costs to a specific job and makes it pcssible

to establish a "total" cost per unlt for products and

services. This is essential for maxtmum control of cos-s,
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developina standard pricing, and projecting accurate cos-

budgets. Because of cost visinlity, the buyer is able tc be

a critic, which should result in lowe: unit costs of pfcduc-

tion. Further, since the customer pays for the requested

services, customers tend to limit their request. to that

which Is actually needed. Third, the revolving fund

provides additional flexibility by being free of the

congressicnal appropriation cycle and, therefore, provides

for rsponsible and efficient local management. Fourth,

dupli:caticn of comparable facilities is reduced through

ccnsolidaticn of similar activities into -the NIF

organization. (Ref. 45].

Department of Defense Directive 7410.4, R gjeja t"_cns

Governing Industrial Fund oe atioas, lists the following

objectives of Industrial Funds:

1. Provide a more effective means for controlling the

ccsts of goods and services....

2. Create and reccgnize contractual relationships....

3. Provide...financial authority and flexibility

raquired to procure and use manpower, materials and

ozher resources effectivsly;

4. Encourage more cross-servicing....

5. Suppcrt the performance buaget corcept by facili-
t.at 4in a b udgesting an d r-epor-,ing for ths costs of end

products....

It is clear as far as the Department of Defense is

concerned, industrial fund accounting is a management tool.

The intent is to provide for more effec-ive management

through the use of the industrial fund customer's funds as

well as those of the industrial fund activities.

A major limitation imposed on the computer center when

selecting a chargeback approach is that with NIF funding the

financial goal is to break even, i.e., NIF activities are to

run on a nonprofit basis. Costs are billed out to customers
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(some direct costs, some indirect costs), and in theory

provides for total reimbursement of costs incurred. This

means the NIP activity should charge the customer thi same

price as it costs the NIF activity to do the work. The NI?

fund then "revolves" in that payment received from the

customers replenishes the working capital fund which is

continually used to finance operations until payments are

received. The attempt to break even requires rigorous

control of costs, because if NIF has cost overruns, it

incurs losses which is considerably different than just

making a little less profit, as In -the case of private

irdustry. This breakeven requirement, cost control, and

cost a!location is no mean task for any organization a-d is

potentially more difficult for a computer center because of

the nature of computer operations in a multiprogramming

envirnment and the concomitant problem of cost projection.

Finally, even though NIF operations for each activity

are budgeted on a "break even" basis, in reality there are

annual profits or losses which temporarily increase or

decrease the capital of the fund. This is considered in the
nex- budget preparation by the NIF ac-ivity and rae are

adjusted to bring the accumulated op-rating result back to

zero. As a result of Department of Defense (DOD) rats n
stabilization actions for NIF activities (see beclw), the
break even point in operations now occurs at the end of a

thre.e year cycle, rathe-r than at the end of each fiscal

yea=. The three year cycle provide- for zero gain/loss on a

cumulative basis [Ref. 16]. Further, rates astablished for

NIF ac-:ivities are exp3cted to r-main in effect for the

entire fiscal year, and may be changed only upon approval of

the Assistant Secretary of Defense (Comptroller).
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A. RATE STABILIZATION AND NIF

Rate stabilization had its ganesis during the 1970's

when the economic situation became characterized by rapid

inflation and shortages in petroleum and other materials.

NIP activities were allowed to adjust their rates upward on

a quarterly basis to keep pace with inflation and cover

their increasing costs. This was beneficial to the NIP

activities in that they could adjust their rates four times

a year to insure they operated Dn a "breakeven" basis.

However, this was not very beneficial to the customers who

had to ot-tain their funds in the form of appropriations from

Congress. The end result was that appropriated funds were

used up faster than expected and budgeted work was no- being

accomplished in the same fiscal year as programmed

[Ref. 47]. This had a direc- affect on fleet readiness and

was embarrassing to the customers who had to go back to

Congress and request more money.

Faced with this situation and the knowledge that

Congress would not approve any changes in their funding

system, DOD managers determined that their best approach

would be -c have the NIP activities stabilize their rates

and absorb the cost increases or decreases through thei:

corpus. This concept was called Rate Stabilization

[Ref. 48].

The Rate Stabilization program was implemented on July

1, 1975, for all DOD industrial funded activities. The

s-ated purpcsa of rate stabilizataan was to give customers

of NIP activities firm prices for goods and services prior

to the fiscal year tudget process, and to maintain those

price levels throughcut the year of budget execution.

NAVCOMPT Instruction 7600.23a provided amplifying

guidance as follows:
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"In developing and establishing rates# each activity
ViIi adhere to the principle of aligninq raes -o
recove operatin g cos~s n act vity should Aevise a
sufficlept number of rates to ensure that the rat e
system Is a reasonable model of the actual cost- of
perfcrming the various cater ories of work or servicescovered by the rates. Stabili-zea rates submitted by the
activities will be reviewed and adjusted by the Activity
Group manager. to provide the. necessary char es to
offset the total prior years gains. or losses -herebachieving zero profit and oss in the Ac u ulats
Operating Results Account of the Activity Group. Gains
and losses will normally be fully offset during the year
fo lowing their cccurrence an" dwill be reflected
uniformly in the rates of tte Ac:tivity Group. Changed
conditions resulting from the Office of the Secretary of
Defense review of the Activity Group manager's A-11
Budgetso and changes. in the customer proarams occurrin
during the budget review cycle will result in stabilizel
rates being Iagain reviewed and additional changes male
when apprcpra -e."

This would allow customers subject to annual appropriations

to budget fcr cost escalation and thereby aid in sloving the

problem.

Therefore, a primary reason for implementing stabilized

rates at NIF activities was to benefit the customer by

giving them the ability to plan customer projects based on

known rates rather than estimates. Secondly, it eliminated

the adverse effects of cost growths to the customer during a

fiscal y-ar. Annual accounts are precluded by the Office of

Management and Budget (ONB) from budgeting for cost escala-

tion. They can, however, budget for stabilized NI rates

which do prcvide for inflation, and thereby include antica-

pated cost escalation in their annual iccoun- budgets.

Each activity establishes fixed rates which may be

expr=essed as costs per man-hour, man-day, unit of output,

uni- of input, or any other manner which best suits -he

natire of the effort. An activity may have a single rate or

as many rates as are warranted. The activity group

commander, such as Commander Naval Sea Systems Command

(COLNIVSEASYSCO), approves the numner and kinds of rates to

be Estatlished based on each activity's organizational

structure, 1iversi-y of workload, and other management

consideraticns.
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In developing and establishing rates, each activity

adheres to the principle of aligning rates to recover oper-

a-ing costs. An activity should devise a sufficient aumbar

of rates to ensure that the rate system is a reasonable

model of the actual cost of performing the various catego-

ries of work or services covered by the rates. Stabilized

rates are submitted by the activities at the outset of th.9

annual NIP Budget Cycle, which begins approximately 15

months prior to budget execution. The rates are reviewed

and adjusted by the activity group manager to provide the

necessary changes to offset the total prior year gains or

losses, thereby achieving zero profit and loss in the

Accumulated Operating Results Account of the activity group.

Gains and losses will normally be fully offset during the

year following their occurrence and will be reflected

uniformly in the rates of the aztivity group. Changed

conditions resulting from the Office of the Secretary of

* Defense (OSD) review of the activi .ty grcup managers'

budgets, and changes in the customer programs occurring

during the budget review cycle will result ir stabilized

rates being again reviewed and additional changes made when

appropriate. The final stabilized rates are determined upon

conclusion of the OSD/OMB review.

Rates sst a blis hed in compliance with NAVCOMPT

Ins-ruction 7600.23B dated June 6, 1978, and sntitled "Rate

Staoilizaticn Program for Industrially Funded Activitiss",

are expected to remain in effect for an entire fiscal year

and are used to bill customers. Rate changes during a

fiscal year are rare and may be made only upon the approval

of the Assistant Secretary of Defense (Comptroller).

Requests for rate changes must be made by appropriate

justif icaticn.
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Any variance between stabilized rate billings and actual

costs become profits or losses to the NIP activity and are

absorbed by the corpus. By the time a profit or loss is

realized, however, the next year's rates have already been

established. Consequently, the initial year's profit or

loss is not offset until the establishment of the third

years rates. This extends the NIF act6vity's operations

from an annual to a cumulative tr_ennial basis (Ref. 49].

B. RATE STABILIZATION IMPLICATIONS

While these stabilized rates do allow the user to

develop a meaningful budget aad reduces administrative and

paperwork expenses, it places a heavy burden on the NARDACs

to correctly price their service and properly anticipate

demand as well as their operating environment. It can

undermine the ability of the NARDAC commander to control the

financial pcsition of his command by limiting possible

adjustments to meet financial targets to manipulation of

int.ernal overhead functions. Furths.r, inaccurate midrange

anticipation of inflation, utility rates, and pay raises may

also place the NARDAC in an untoward fiscal position.

There are several other nega-ive implications of rate

staoiliza-icn and NIP !hat must be anticipated by the

act.ivity commander. Consider, for example that in order for

the actual FY 1984 NIF rates -o be consis-ent with -the es:--

mates contained in the Presiden-'s FY 1984 Budget, :he orig-

izal rates proposed by the NIF activities (in the May 1982

timeframe) have to be modified to incorpcra-e changes made

by the Act.ivity Group managers, NAVCOMPT, and DOD. This

update is normally accomplished in the early spring of the

next year. Consequently, NIP FY 198L& stabilized rates will

be announced to NIF local customers during the period of

April/May 1983. Since Navy customer budgets are priced from
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the "bottom up" in the budget process, it is interesting to

note that the NIP rates (for the President's Budget fiscal

year) are not available zo NIF customers at the time of

preparation of the President's Budget. Rather they are

actually available a year later, in -.ime for the cons-ruc-

tion of the apportionment year column of the next year's

President's Budget (the fiscal year 1984 column of the

fiscal year 1985 President's Budget) [Ref. 50]. In effect,

although the program stabilizes rates almost two years ahead

of -me, it is actually happening about a year late: that

would be necessary to accomplish it- goals at the local

activity customer level.

Another rate stabilization implication centers around

the question of whether rates should be national or

regional. That is, given that NIF rates are stabiliz.-d,

does it make sense that many different NIF activities would

have different stablilized rates for -he same service? This
sit'Iation currently exists for each NIF activity within an

Activity Group and for common -ervic.s available from

numerous groups. It exists because of two basic reasons:

1. Local NIP activities build -heir rates based cn local

ccsts (which are regional).

2. Differnt Activity Groups have differ-.nt factors

built into their rates to :--coup/return lcsses or

profits to achieve the zero accumulated cper t-ing

results objective [Ref. 51].

This is an implication of major concern to a NARDAC

Ccmmanding Officer who because of inefficiencies from cbso-

le - . equipment, or excessive utili-y costs vis-a-vis other

"competitive" NADACs, can find himself in the unenviable

position cf charging a far higher :are for similar services

that a contemporary located eleswhere who is blessed with

newer equipment and more favorable tility charges.

76



Perhaps most importantly is the not so subtle impact
that rate stabilizaticn can have on the NIF activity finan-

cial structure. The essence of rate stabilization is -hat

annual rates are set for the entire fiscal year. The combi-

nation of rate stabilization and NIP budgeting has created a

situation wherein rates are set one to two years in advance

of actual execution, and wherein the rates ultimately

charged, represent mcdifications by the NIF Activity Group

Manager, NAVCOMPT, and OSD, to those submitted by the indi-

vidual NIF activity. As a consequence, individual NI?

activity commanders have lost the ability -to directly deter-

mine o change stabilized rates once a flaw has been

cbserved in execution. In point of fact, NIP activities are

toll what factors tc employ in the construction and subse-

quent moification of rates prior to their execution.

This has resulted in a rather substantial loss in

autoncmy on the pare of the NIP activities 4n that they are

no longer in control of the inflow of resources to their

command and consequently cannot in a major sense, control

positively the value of profit or loss for a particular

pericd )r their cash balance. Sinsa NIF activity commanders

have (in part) b.en evaluated by their superiors on -the

basis sf the financial position of their individual NIP

activities, :hey have tenled to view rate stabilization as

precipi-tating a loss of -he previously enjoyed NIP dscen-

tralized autonomy. This is, rate stabilization has imposed

a degree cf centralized control over a portion of their

operation which is employed in their individual evaluation.

Prom a performance measurement perspective, the basis for

measurement must extend over a thzee year period, since a

NIP activity c mma nder will be diilberately sustaining

"losses" on yea -o offset the "profits" of another, and

vice-versa. The value of such a long-term performance

measurement vehicle is questionable, .specially when
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considered in light of the activity commander's rslitivily

short tout length.
This situation tends to send r-ather poor messages- to ths

ndividua1 NIP activities In relation to responsibility for
NIP financial operations. There are real questions as to
what acticns ire expected relative to running at a loss or
in a negative cash position. NIF activities have responded
differently to negative profit or cash positions, either
sneaking in rate increases or speeding up billings to obtain
a one-time increase to thsir cash balance. Obviously, unap-
proved =ate inc~eases or continuous rapid billings fcr small
amounts of cash are unproductive in the big picture.

Finally, rate stabiLlizatica may tend to obscure th e t ru s
cost-s of cperations cn a short tesrm basi-s. For example, i

increases in fuel and utility costs are not passed on to ths
customer due to stabilized rates, t:hq customer- has ro finan-
cial mct-ivation to ccnserve energy.

Thae esseance of the problsm with rate stab ilizatzicn is
that the Navy is attempting to cantrally control somp

aspects of the operation while funzt_-'ning In a decentral-

ized financial st runc tur s. In ozier to achieve a hiA;gher
measure of control over liquJiity, the Navy will1 h1a ve to

either r eturn to decsnt~alized cpsrations of the past or

mcvs towards greater centraliza-ticn and perhaps abandon, the
current financial structure? whi-ch ~s activity o rie--n-t ed.

Such a csntralization and changa J.. 1IF accounting irntro-

ducas a whcle Pew spec-rum of anagament and f I; .anc ialI
cont rcl implizations which would be 4aiite diifficult for 'thr-

lavy to sort .)ut [Ref. 52].
From thae discussion a bov a it seems obvious that thes

currert contr:ol system has been hurt by rate stabilization

and it Should be abandonel as a conc;ept which has sprved its
purposi and should be done away wi-th i'n these more prric-
table eccnomic; times.
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C. NIP ACCOUNTING SYSTEM

Both the NIF budgets and the execution reports are in

the format of balance sheets, income statements, and

selected statistics. A simplified balance sheet format is

.45sets Liabilit is

cash Accounts Payale

Accounts Receivable Accrued Expenses
Wcrk-in-rogress Advances from Customers

Prepaid Expenses
Equipment/Land

owner's Pgui=

Corpus
T~t Capit aliizat-ion

Equity Reserves

Accumulated Operating Results II 1

Figure 4.2 Typical NIF Balance Sheet.

presntsd in ?igure 4.2. As can be seen, the NI? carries

the mot= or less normal asset accounts encount-.ed in a

balance sheet. HoVever, at the end of fiscal year 1981,

NAVCOMPT direzted all NIF .ctivities to capitalize into tht

NIF the book value of all land, aquipment, or other f-ixed

assets. This capitalization set the stage for the inclusion

of depreciation charges in FY 1982 stabilized rates and

authorization of NIF procurement of fixed assets (comm-e:cinq

in FY 1983). Prior to FY 1983, NIF fixed assets we:q

financed directly by procuremsnt appropriations and "lcanc.d"
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to -he NIF for use without charge (Ref. 53]. Although this

capitalization concept makes sense from an economic and

accounting perspective, It complicates the development of a

chargeback algorithm and removes some of the built in advan-

tage that NARDAC's had over other computer servica facili-

ties. Further, there could be a very real problem

capitalizing some of the NARDAC's obsolete -quipments; it

could ?xaccer bate price disaritis between r-spectivs

NARDAC's for similar services; and i- will force management

to address the issue of whether or not sof-ware and da-a-

tases are capital assets. Certainly, if software and

recovery or maintenance of a database is accomplished with

NIF funds, then the database should be considered as an

asset. If this is the case then the greater prcblem of

valuation and expected life cf the database must be deter-

mined if this asset is to be properly dspreciated and

-expensed.

The major liabilities of the NI? are quite similar -o

those of a business; accounts payable and accrued expenses.

The principle accrued expenses in -he NIF are for wages

owed, leavs due to employees, and other (resulting from

cont ractual r-lationships outside - 6,e NI F)

The owner's equity section of the balance sheet has four

main acccun-s. The corpus account reoresents the curr=ent

balance of the initi al capitalizanion of the NIF. The net

ca;talizaticn account is the owner's equity offset for -he

value of fixed assets which wer= ;apitalized commencing in

fiscal year 1982. The accumulated operating results and

equity reserves accounts are employed -n a "pro-forma" sense
o drive. NI? cash inflows greater/lesser :han costs. The

accumulated operating results account is similar to the

retained earnings account in a business ar.d rsc ris the ne-

profit or lcss of the NIF since -s inception. As noted,

th. NI? has a no-profit objective thus, NIF rates for FY
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1984, for example, would be set equal to fiscal y.ar 1984

costs plus/minus the required increase/decrease necessa-y to

produce zero accumulated operating results at the end of the

budget year's prcgram.

Prior tc fiscal year 1982 the NIF operated under the

assumption that if accumulated operating results were zero,

the cash balance would be acceptabla. In effect the NIF did
nct have a cash objective incorpc.ated into its rates.

Commencing with fiscal year 1982, coincident with thq

impending policy change in fiscal yea- 1983 tc allow NIF tc

procure -. s own fixed assets with 1IF resources, a new

"equity -eserves" was establishld to allow the NIF t

execute a cash objective in its rates. Budgeted increases

Cr decreases in this account in the President's Budg-t, like

the accumulate-d operating results accoun-t, can be used to

drive budget year rates which are greater or lesser than

costs and consequently increas - or decr=-ase the cash account

balance.

The income statement (see Figure 4.3) employed 4n tha

NIF car. he view.d as having -thr-=e main sections; revsnue,

-t _13,6 C7

Li--? C _-(. -  Ca : . ics )
3 13, 6 21

I -- i-- --' _- Zuz-: _: 513,627

Change i.n WI? 31
Cost Cf Gods Cr Svc's :iured -13,596

Figure 4.3 Basic NIF Income Statement.
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NI F base-d cn wc bas-tc :ni-hodz; ~ o as'io :e

cn ,m RL .- c: (norma' .y 'o- work pr =t :m=J~ -n-holiss) or :v- -

for work being accomplished urd= [otat Ref. 54].

D. COSTS OF AN INDUSTRIAL FUND

Costs tsni to be catergorized in '1IF reaports elther by

:nerr origin (presonnel, material, contracts, other) o r

cas--: app-ication (drcproduc-tion overhead, etc.) . I+

:s 1mpcrtan~t to note 'tnat the costs ar-t=_4baits as .ncli=:ed

by --he N.IF activit:y may niotr:eally raprssent the? full costs

of !ths NIP activity.

1. Cost:s Generally Nolr Bjcrn= j the NIF

Th-a costs of :ili-:ary persornn'; are d--.:ectly

financed by the milita~y pzersonnel appropriation and th1us

ars not a::e=ctly borns by the 14IF. As a consequsnce, the

.1I? budqeq. and NIF charges to DOD cust-omers dc no-, refleti-

-the ccsts of: m-*Ii;:ay salary cc rstiriment. in the c±villan

a: s cn n il are -a, 7.1 costs o f -:h-z c.-'r etirement

prc:am -azs no: ci.ecl el-ated back t-o the NIF. prior tc

FY 1983, t hc costs of rn.vsst~nn: ::e-zs Jr, support of th= NI?

(b u _ Id -- n9 , e-imer tc.) s ee cr dirctl1y by

orcuemr aprp:~~csand "donate:-d" to :-.,ie NIF. As a

conzeguence,4 p::-or to FY 1983 these cost s wq:a not included
.;n the NIF chargcrs to DOD customers. As discussed erir

theass costs ar now financed by :h ? NI? and passad or t-o NIF

custocmsrs tnrolgh the cos-t mecha-n1S-3 OZ aeSprSCi-atr-n.
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2. Costs Bcne b the NIF But No- Charqed Aans

Custp.er Orders

In certain ist-nces, the mission of NIF activities

includes functions which are not directly related to ,he
industrial process in support of NIF customers. Functions,

such as mili-ary support or maintenance of test ranges, have

been included in the mission of th NIF activity for manage-

ment control but are financed by the 4IF activity's parent

command (normally the Activity Group Commander) rather than

-he NIF activity's customers. Generally such costs would be

a-tribuzad -o general and adminis-:ative cverhead by inputs

consumed and then "zeroed out" by the applica'ion of

resources fro3 the relazed parent command.

3. Cost cccunting Within the 41F

The accounting system employed by the NIF features

double-entry book keeping, accrual accounting, intsrnal

con-rcl cver all transactions, and integration of cost

accounting records with the general ledger accounts. The

specific details fr a particul a- NIF activity vary

according to the type of activity, and ar s spelled out .n

the appropriat.a (activity group) 4AVCOMPT handbook for the

activity involved.

There are car!ain traditionally required (internal)

financial ccntrols at all NIF activities:

Cost -stimates and controls :r monitoring costs - to

preclude ccsts from exceeding the amounts authorized on

cus-ocmer orders,

Acccunting Controls - to prove the accuracy and

propriety of transactions and accounting records,

Budgetary Controls - which require that the financial

plan and accumulation of actual la:a be on the same basis.
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When a customer order is received by a NIF activi-y,

in is assigned a unique job order (or job orders), to which

all work is charged. Costs are accumulated and customer

billings are made on the basis of these job orders. As is

shown in Figure 4.4 there are essentially three types of

CoS S.

Direct costs (labor, labor acceleration, material,

construction costs, etc.) are. charged directly to the job

order as work performed. Prcduction overhead costs (super-

vision, contract administration, etc.) are distributed to

each jcb order by use of a predetermined =ate within the

cos- center. General and Admiistrative overhead costs

(management, comptroller, civilian personnel office, stc.)

are distributed to a job order by the use of a predeterminel

rate which is actually based on the budgeted output of the

entire NIF activity (all cost cenztes).

Cverhead is applied to aach cost cener as shown in

Figure 4.5. All production overhead costs for thq cost

center for the upcoming piriod are estimated and totaled.

This total is then divided by the budgeted direct labor

hours that will be incurred within -:he cost center, giving

the production overhead rate for tae cost center. Genera!

and Administrative (G and A) ovs.rhead costs are estimated

and tctaled for all cost centers of the NIP activity. The

total G and A overhead costs are divided by the total number

of budgeted direct labor hours available for all the produc-

tive cost centers, giving the G 1 ad A overhead rate. For

each ccst center, the predatermined overhead ra-e is the sum

cf the cost center production overhead rate and the G and A

overhead rate.

The predetermined overhead rate is then appli ed to

each actual direct labor hour worked, resulting in the

applied overhsad, which is compared to the actual overhead.

The difference between tac. applied and the actual overhead
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I -1

ChargedI

Direct, Costs-----Directly --------

I To Job

Production Applied 3y I
Cverhead - -- Pdte ie--- Job orider
IRates to Job Cost Records
I Based on Inputs

Applied By

G and A overhead -- Predeterminad-----
Rate To Job

Based on In-puts

Figure 4. 4 IP Job Order Cost Basis.

:s accumulated as an ovarheai variancea, and car. be ths

soua=ce cof a measure of profit or loss for -the accounting

period involved. These variances are corsidered when next

recomputirg the predazermined ov-?rhezad rates.

Based upon NAVCOM PT's guidance, some functional

areas of NIP' activities are co-sidered as scervice cznters.
These functi-onal areas (li.-ke internal data pr:ocsssing) actu-

ally serve o.ther cost centers in the accomplishment of their

tasks. The budgeted costs of these service centers are

(1-ike overheal) allccated to t:he rsspsct:.-ve cost centers as

production cver-head costs. As the G and A overhead ar--a ,
the actual costs of these service -entears are, likely to be

at variarnce with those budgeted and di-stri-buted; conse-

quently, these service-canter cost variances can be viewed

as contribu-ting t6-o the profit or loss of the NI? activity

(Ref. 55).



Budgeted prod. Budgeted direst Predeterminse

G and A Overhead labor hour

& ~~~~labor hour aedrc

II

Predetermined Actual direct

rate/direct x labor houzs -Applied Overhiad
labcr hour

V
Aplied Actual = Over/Under
ovarhead ove rhe ad Applied Overhead

Figure 4.15 Application of Overhead.

4. IFN Characs -c Customers

There ar = three main approaches employed by -- :? NIF

in zharging; cost reimbursable, predetermined rates, and

fixed price. All three of these approaches have as their

essence the idea of recovering costs incurred in support of

a customer's order. The differences between -the -hre-e are

4n -the areas of adhering to previously budgated eszima:es,

the time horizon for returning/recouping past profits/losses

and the degree of motivation to the NIF activity to reduce

costs.
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The cost reimbursable approach essentially invclves

accumulating direct and indirect costs in such a marn== as

to allow charging these costs to a customer. Si.nca the

advent of rate stabilization, this approach has been for the

most part limited to material consumed in a job or for

contracts issued in support of a particular customer's

order. While this approach has fallen into a measure of

disuse, as a result of rate stabilization, it is still

widely used internally by NIF activities to view performance

on individual jobs, and when providing certain work for

non-DOD .ntities (in such cases billings would includ-

recovery of the governm.nt's cost for military personnel,

retirement, and assets used).

The predetermined rate approach generally involves

charging customers a preset hourly, daily, or monthly rate

for services r-andered. In many cases the predetermined rate
i-clud-s a factor which is in-.ended to return/recoup budg-

eted Profits or losses (from previous periods) so as to

allow the NIF activity (or activity group) to return to zero

accumulated operating results a: tha end of the fiscal year

(as budgeted). Today, predetermiaed rates in the form of

s-abilized rates, are the most common of the three
approaches employed in charging NIF customers.

A fized price custcmer involves the agreement

hetween a .IF activity and i-s cus:-.m.r to perform specific

work for a specific fixed price. These customer rers

normally _vclve from either the cost reimbursable or predet-

ermined rate approaches as a consequence of n.gotia-io-

between the customer and the NIF activity. In the past,

these sort of agreements have tended to be negotiated when a

pra,.icular customer crder was near fifty percent completion,

and would provide the basis for firm obligations on the part

of -he customer, and the opportunity to benefit from gcod

performance cn the pazt of the NIF activ-:y.
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Charges to customers via these -three approaches can

be viewed as having been either based on inpits tc or

outputs cf the process. Inputs w:ul include such factors

as hours worked or material consumed while outputs would be

the prcducts or services produced. Generally speaking, cost

reimbursable orders are normally priced based on inputs,

fixed price orders are normally based upon outputs, and

predetermined rates could be based upon sither the inputs or

outputs of a process (Ref. 56].
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V. JLkI&_lILTIl OF k CHkRGEBACK sX§11_.

A. INPLICATIONS OF A CHARGEBACK SYSTEM

The history of chargeback systems, its relationship to

the defined organizational control system, and several of

the mcrs important and controversial extensions such as cost

recovery vs profit center, pricing and the allocation of

ccmputer resources, charging for systems and programming,

etc., have been addressed. In addition, -he objectives,

reasons, and standards pertinent to chargeback systems have

been briefly reviewed along with its advantagcs and disad-

vantages. Finally, the concept of chargeback from a macroe-

ccnomic framework was r.viewed and a close look at tha NIF

funding process was conducted. Prior to rscommending a

chargeback methodology, a brief iiscussion of some of the

more subtle implications of a chargeback sys-em is in order.

F±rst, if a chargeback system is introduced after

computer operations have been implemented, the atttitudes of

the user and the prcvi.r of computer services may change

toward one another. Ths DP manager who was once a collegue

is cast ir the role of in external supplier with his own

financial targets and his own marketing strategy (Ref. 57].

Secondly, charges fir internal computer services will

normally take the form of a paper transfer from one depart-

ment tc another. The reality of such tra,sactions is often

called into ques-.ion particularly if the accounting becomes

at all ccmplicated. The transfer of such no-ational money

can also provoke extreme attitudes in managers when the

management as a whole loses sight of the tr-u. object of

these acccunt-ing exercises, which is to reflect responsi-

bility (Bef. 58]. ks a co:cl~lary, .responsibility reflection
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as diminshed if interagency transfer of funds are treated as

less real than transfers of funds outside the agency.

Third, there will almost certainly be a temptation- for

some users to try to beat the system, a prac-.ic9 that should

be heavily discouraged (Ref. 59] and may require redesigning

C: fine-tuning the ccntrol system.

Fourth, although the chargeback system effectively takes

the responsibility fc: assessing the value of a project away

from the DP organization, it still has to assess the r--al-

istic lif . of a project if its budget is -o make sense.

Such an assessment often involves political factors and can

thus be difficult [Ref. 60].

Fif-.h, there are a number of situations that affect

computer services as a whole, which ar- difficult tc

chargecut. If for instance, it is thought that the

throughput of an installation can be increased by some judi-

cLous tuning, who will pay for the cost of measuring and

tuning the system [Ref. 61]? From a larger pespective, who

will pay the cost of a major system conversion?

Six-h, in terms of =ate fluctuations, any short-term

pricing strategy that allocates all costs to -he user will

fluctuate considerably with a negative impact on the user's

ability to budget. This problem zan be eased by using a

longer frame ( one y-ar, for exampl.e) for computing charge

rates. Further, every change in the configuration requires

a new pricing scheme, re-education of -.he users, and read-

justment of the strategy for farmln; out jobs.

A final ,mplIcat.ion has to do with the capacity/price

relationship ihere the current chazg:?u - rate depends on the

fraction cf the capacity of the computer system used. As
demand increases, the fraction of capacity used increases

causing rates to drop; and lower ratas induce increases in

demand until total capacity is used. The oppcsite is true

for a reduction in demand; reduced demand leads to less use
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and a higher chargecut rate. The higher chargeout rate

drives some users away, resulting in lower capacity utiliza-

tion and a still higher rate. Hence, a low use-high rate

spiral develops, which is precisely what the organization

does not want. Therefore, central control of some computar

applications could affect a better use of the computer

resource, although some degree of decentralization is

desirable.

With these implications as a cautionary backdrop, a

s-mple methodological procedure for implementing a charge-

back system will be proposed.

B. OVERVIEN

William Sanders suggests a seven step process for the
implementation of a chargeback system [Ref. 62]. The steps

are:

1. Develop a DP department budget.

2. Decide which resources will be measured and costel.

3. Estimate maximum and anticipa-ed use levels for each

resource.

4. Decompose budget and allocate to cost pools.

5. Calculate rescurcq use rates.

6. Select unit ccsting or resource method as basis for

charging.

7. Develop unit ratis for applications if unit costing

has been selected as the chargiag basis.

These steps outline a straightforward approach to imple-

me1nting a chargeback system and should h-.lp to simplify he

-Implementation process. The following sections amplify

these s-eps and include additional information which may be

pertinent to their use by a NARDAC.
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C. SEVEN STEPS TO INPLEMEITATIOI

1. Developi~a 1 uct4

Since NARDAC operates as a NIP funded activi-ty, the

object of a chargeback system is cost recovery. In order to

establish prices that will allow for the recovery cf costs,
a budget or expenditure plan for the yea= must be leveloped

so that projected costs can be identiJ f ied. In small organi-4

zations, or within data processing divisions cf an organiza-
tion, a single budget plan would be adzequat-e. In largs

organizations, however, the chargaback system can be deval-

cped more easily if separate budgetcs are prepared '"or each
functional area (Ref. 63]. Within Sach funct:ional area, the

budget Is then broken down into various cost catagories.
The NARDAC chargaback system must conform to GAO,

OMB and Navy guidelines on accouating for ADP costs. GAO
guilelines state that "all signlfi*cant elements of cost

directly related to acquiring computers and ascae

asset s and -o performing data processing functions should be
collected arnd accounted for in ways useful for management,

budgeting, and external r.sporting. Or-ganizational boundriesa_

and diffe=rnces in f~iancina methods should not prevent

re-asonable compilaticn of all ADP-rslan:ed expenszes i-:n =ost

accounts". According to GAO, the followi-ng catagori-es

constitutem full cost: [Ref. 641]

1. "Personnel. Salaries and fringe benefits for
civilian and military personnel who perform and
manage AD? f u otions; ADP-related custzodial
s e r v_-c s, secu ri tx, builiing m ain te aan ce and
contract managemen _.

2. Equpme4t. Nonrecurring trxpqnditures for acqui-
sftion and recurrinq cost fZor rental, lzasjgand. deprec:nation o0 computers and associate
online and offline ADP equ~pm-ant.

3. Computer Software,. Nonrecurring expenditures
fracgu~sition, and conver-sion and recurrini

exenses fo etl esnad epreciatio o
all' ty es Of software -- operating, mult: pur-
pose, and application.
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4. Space Occupancy. Funded and unfunded costs for:
(a) rental; lease, and depreciation of buildings
anld general office f urnitua--e; (b) bu: di :I
ma-Tntenancs; (C) regular telephone service aza
uti-lities; an d (d) custodial services -and
secur it v.

5. Suppj~s Expenditures for nonca pi~al office
s~lpil-sand ~generil-purpose and SpC ia1- purpose

data processing materials.
6. Intra-kaency Services and Qva;head. The costs

of normal agency support services and ove-hiad
eithqr billed or af1ocated, and the cos.S o
central managsement, policy, an d procurement.
setric es.

7. Contracted Services. Any of the above services
if procured contractually."

According to GAO, a." direct and indirect costs
associa-zed with thsecperation of an ADP faciflity should be

identified and reported. GAJ stated that accounting for
depreciation of ADP assets is reguired to ob-tain- full reim-

bursement of costs and is impor-ant for marnagsement users whc
need to know the full cost of ADP services (Ref. 65].

OMB appears to agr-?e wi-th the GAO guideliness. OMB

iss-aed a draft- cir-cular in 1979, en titled "Cost Accounting,

Cos,, Rszover=y and Inter-Agency Sharing of Multi4-User Data
Processin'-g Faiiis to establish policies for fedsral

agg.nc'es to account for the full costr of ADP facilities and
recovery of t-hose costs by chazg-in; the usar organizations

for the services provi-ded. This crrcular stated that acen.-

ores wcald share ADP facilitieis aad -that the provider of the

services shell obtain "..embreetfor the full costs

cf providing servicss" (Ref. 66]. In an undated memorandum

to the Assistant Secretary of D e fense , the A ssi4-s-tant

Sscretary of the Navy stated -:ha,:.. the Navy concurs
genarally with the concepts contained in the 0MB circular."

With the above guidelines J-n mi-nd, the budgetary

struacturs for 11ARDAC can be formulated. Examples of func-

tional areas that can be atiilized f.:r :he budget br-3akdown

are;
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1. Production Cotrol. Peqrso nnel, -squipmert, and

facilities associated with the overall cont rol an d
management of production.

2. Ccmputper Processing. Personnel, equipmer,-, and
facilities associated wi*th the3 actual processing of

jobs (i.e., ccmputer operators).
3. Data Eatry. Perso nnel, equipment, and facilities

associated with ent:ry of user data inno t:he system or

t ranslaticn of data to an entry medium (..,card
?-.nching, entering written dat:a v--a terminal, stc.).

4. Technical Suppcrt. Personnel, equipment, and fac-l-

i isassoci ated with techni cally supocrt~ng the

system (i.e., -technicians, repairmen).

5. Systems and Programming. Personnel, equipment, and

faci4lities associated with systems analysis, de:?s ign,

and programm--ng.

6. Admini-strative Services. Pe~sonnel, equipment, and

facili1ties associated with :-ae administzrative support
of the system (e.,secran.aries, janitorial staff,

et!c. )
W t hi4.n sach of these areas the' budget would -then te divided

inti the categories outlined by GAO.

2. Decidiaa Which Resources to Masie ird Cost

Devrelo:ping a chargeback system J-s an evoluti-onary

Drocess in t hat the system originaily devceloped will change

over ti-me as the comput-ar system evolves and the reguire-

msnt-s placed on the charging system change. One element
that changes often is the resources that are charged for.

The ini-tial choice of o-hargeback resources must be made as

Judiciously as possible in orier to reduce the changes

requi-red in -the future. This, however, will never sliminate
trie need for futurea changes.
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Some believe that it is bist to charge for anything

that can he measured. What can be measured depends on the

type cf measurement Frocess, (i.e., hardware or software)

and on the chargeback package selected.

Beneficial National Life Insurance Company, New

York, uses JARS (Job Accounting Report System, Johnson

Systems, Inc.) to charge for all resources, right down to

paper. Leeds & Northrup Company, utilize Comput-A-Charge on

their IBM system. The packags is utilized to calculate

amounts of resources used such as CPU time in seconds, lines

printed, cards read and punched, tape I/O's , and disk

I/O's. Charges are also computed for CRTs, modems and

personnel. They utilize a separate manual system for

programmers and analysts [Ref. 67]. The JABS system, (Job

Analysis and Billing System) is utilized by the Naval

Postgraduate School, Monterey, California. It is a highly

scphisticated job accounting and reporting system for OS, VS

and MVS data centers. As stated in the System Rsference

Library, "... it produces management, accounting and lob

analysis reports with both the structure and content

required to meet most any users naeds and provides for the

allocation of data processing cost, accuranly and equitably"

(Ref. 68].
Jan Snyders, in two articles written for Computer

Decisions magazine, lists over 20 different chargeback soft-

ware systems that are availabl. According to Snyders,

"...-his is only a sampler..." of the packages tha- ars

commercially available today (Ref. 69, 70].

Although it is not necessarily a good approach to

charge for whatever can be measured, sometimes a resource: is

Included in the chargeback scheme for no batter reason.
In choosing which resources to include, it is best

to ask what the result would be ;f the particular item were

excluded. If the result of exclusion were that incorrect
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prices would result and uniform allocation of cost would not

be possible then it is probably best to include the rsscurce

in the chargeback system.

One of the goals of a chargeback system is to charge

the users uniformly for the services provided. It is also a

goal to keep the system simple enough to be understandable.

Table I ccntai-s a list of resources and a suggested unit of

measure for each. It is not an all-inclusive list but is

intended to show a representitive sampling of what might be

included in the chargeback system.

3. Estimating Js.uuc1 Use levels

There are basicly two methods of estimating use

levels. Either anticipated actual usage or the maximum

possible usage level. Estimating use levels is also a

preliminary step to setting actual prices for resources. A

chargeback system based on charging for use of resource

units depsnds on the accuracy of usage predic-ions.

The philosophy of setting rates based on anticipated

actual use is to have each of the resources fully recover

costs on -the basis of the amount of use it received.
Significant saifts in utiliza-ion will cause a shift in cost

recovery and, therefcre, requnre an adjustment to the rate

schedule tc avoid chargin; zoo much or too little. It

should be expected -that users will b - sensi-ive to resource

utilizaticn by others since charges caused by one user may

eff-act charges to all users. For example, if there is

excess capacity in the system, imolementation cf a new

system would reduce the unit rates and the current users

costs, since utilization would increase while costs to bs

recovered-d remains fairly fixed. Hiwever, if a user drops

out, those remaining would each have to share a greater

portion of the total costs.
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T ABLE I

Resources and Units of Measurement

Unit of oMeasure

CrU One CPU Hour

Virtual Storage 100 Kilobyte Hours

I/O Disk I/O Operations (Thousands) I
I/0 Tape I/O Operations (Thousands) I

Spooling 1000 Records

Tape Mounts Per Mount I

Card Reading 1000 Cards

Card Punching 1000 Cards

Printing 1000 Lines I

Supplies Per Unit

Time Sharing
Termina Messages 1000 MassagesI

Public Dial One Hcur Connect

I Fixeid Charge

Dedicated Disk One Miilin Characters (Bytes) |
, per Month

Tape Storage Ong Tapa pa= Month

Data Entry Services Operator Hours

Systems Analysis Programmer/Analyst Hours
and Programming

Charging on the basis of maximum possible usaae is

another alternative. With this method, actual use levels

may change, but the price is based on the theoretical
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maximum usage level achievable and, therefore, remains cons-

tant. The user generally prefers this conditicn to th

above where the prices fluctuate. The cost of excess

capacity is absorbed internally when rates are set or, the

basis of maximum possible usage. The organization may

object to these unallocated costs for excess capacity.

In crder to analyze the use rates of the system, it

is necessary to collect statistical data produced by the

operating system. The information gathered should include

data covering the resources for which the user will be

charged. Measurement of actual operations, immediately

prior to the institution of the chargeback system would be

most usefull. From this data and historical data or system

ut ilization (if available) the future utilization can be

more accurately pr sdicted. Analyzing trends and whatever

business planning data the organization has develcped to

plan for future hardware requirematts can also be helpful

[Ref. 71].

Depending on which method is selected, anticipated4

actual usage or theoretical maxi mum usage, the process

involves either one or two steps. For anticipated actual

useage, the single step above is all that is necessary. If

maximum usage is selected, the second stap is to determine a

maximum use level for each resource. Analytically the
probl--m is (2hrs/day x 365 days/y.) / 12 months/yr = 730

hours/month. With 730 hours oer month available, cne only

needs to ietermine the production rate of the resource and

divide the two to find the absolut_ maximum usage. For

example, a printer capable of 1000 lines printed per hour

could produce an absolute maximum of 730,000 lines per

month. (1000 lines/hour x 730 hours/month = 730,000 lines/

month) This analytical method gives ar unrealistic value

since factors such as maintenance, lown time, paper loading,

etc., are not taken into account.
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A more accurate method of determining the actual

maximum usage can be used. For this method it is necessary
to collect current usage data. The next step is to dieter-

mine what percentage of the resource capacity is being
utilized. For example, if the CPU has been utilized for 300

problem progrim hours per month and it is estimated that the

CPU has only been 70% utilized then the maximum capacity is
300 / .70 = 428.5 problesm program hours per month. "The
estimated percentage of maximum capacity on -.he CPU should

be used for cther hardware pools, since in most shcps, use
of these cther rescurces is proportional to CPU use"
(Ref. 72]. Hypothetical annual resource use levels are

shown in Table V.

4. Dccmose Budget and Allocate -o Cost Pools

For the discussion of this step, the reader is

referred to Table II and Table IV for clarificaticn.
Charges are to be made for CPU time, Tape I/O's, Disk I/O's,

Print Lines, Data entry operator hours and
Programmer/Aalyst hours. Thare are nine cost pools: the
six above and two overhead cost pools and thq unallocated
pool. Each of the Budget items in Table II is a matrix
identified by its grid coordinate referenced in Table IV.

Table 1I shows the cost pool of each budget line item. In
some casss, the dollars are divided among more than one cost

pool.
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T ABLE I
Cost Pool Allocations

CPU POOL TAPE POOL DISK POOL

1B 10000t 5B 75, 002 58 150,00028 30,0001 6B 6.0003 6B 12.0002B 6B 12,00
5B 200.0002 98 15,000
6B 16.000 3 162,3007B 2soo,5,0+54,700

7 054,700 $  4,328

371 000 + 4,328
+328,000s  221,028+ 25,9686 155,028

725, 168

PRINT POOL DATA ENTRY POOL PROGRABEER/ANALYST
$ S POOL

I S

1B 150,000' (1-13)C 313,550 (1-13)A 971,550
28 45,000' + 21,640' 43,28065B 75,0002 -- -- --68 6,000 3  335,190 1,014,830

10B 60,000

336 000+109:4!00S
+ 8,6566

454,05;6

HARDWARE OVERHEAD GENERAL OVERHEAD UNALLOCATED
POOL S POOL S POOL S

(1-13)F 211,000 (1-13)F 108,200 (1-13)D 54,000
18 150,000' -h8.200' 1-13) D +171:450
28 45,000'
38 45,000 0 225,450
4B 10,000

118 1,100
12B 2 000

(1-13)D + 81,000

* 1 547,000
-547,0005

0
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TIBLE III

Final Budget Decomposition

(Summary of Table II)

CPU Pool 725,168

Tape Pool 155,028

Disk Pool 221,028

Print Pool 454,056

Data Entry Pool 335,190

Prcgrammer/Analyst Pool 1,014,830

Unallocated Pool + 225,450

Total 3,130,750

INotes: (for table II )
I Computer operations salaries and benefits split
between CPU, p-int, and hardware overhead pcols,
based on analysis of duties.

2 Hardwars expense all~cated to pools based on
actual equipmert assigned each pool.

3 Hardware maintenance proportionate to hardware
expense.

All sof-ware allocated to CPU pool.

s Hardware overhead allocated as follows: 60% CPU;
101 tape; 10% disk; 20% prin-- (arbitrary).

6 General overhead allocated as follows: 40%

oroiramser/analyst 2 lata en.ry; 245 CPU;
4 tape; 41 disk; &2prinn (arbitrary).
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This is the step that calcula:es the rates -hat: are

to be set fcr each of the resources. It is a simple process

of dividing the number of dollars in each cost pool (from

Step 4) by the usage levels calculated for the resource

(from Step 3). For the example in rable VI , annual figures

were used. The rates in Table V were divided by the dollars

allocated to each of the cost pools in Table IV. The calcu-

lations are shown in Table VI.

UsgeTABLE V -

Resource Usage Level (Hypothetical) I

CPU Hours 2,100

-. Tape= I/Os 620 x 10I
I Disk I/Os 800 x 10
SPrin Lie 500 x 10

Data Entry Hours 35,000

Prog rammer/ 42,000
Ana ys Hcurs;

I- I

6. Sel2e 2o__n of 2esourc_ or Unit Costing Aproach

Bills must be understandabli to have a desirable

effect on the user. Ei-ther the resource or unit costing

approach can be utilized in determining charges as long as

user understandability is not forgotten.
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T ABLE VI

Rate Calculations

CPU $ 725,168II....... = $345.32/hr
2,100

Tape $ 155,028 $..........- = $3. 25/1, 000 I/Osi
620 x 10

Disk $ 221,028

80 5 10-- $0.28/1,000 I,'os
800 x 10

IPrint S 4 54,056 I
P----------- -= 6 $0.91/1,000 lines
500 x 10

Data Entry $ 335,1901 35,000 $9.58/hr

Prc a mer/ $1,014,830
Analyst = $24.16/hr

42,000 !I I
I I

The resource method entails the measuremen -  cf the

amount cf each resource utilized by a customer and computing

the bill by multiplying the amount used by the unit cost for

the resource. The user would thsa receive a bill such as

shown in Figure 5.1.

A bill could be provided for each job or jobs could

be tctalled over some predefined period of time. If the

users are highly knowledgeable in the computer field, this

m ay be a satisfactory presentation. To many users, however,

this type cf bill is meaningless and undersirable. many

users prefer units they can measure and they can utilize to

predict volume.
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CPU-Time .1525 345.32 per hour 52.66

Tape Input 500 .25 per 1000 I/Os .43

Disk Input 5000 .28 per 1300 I/Os 1.40

Lines Printed 1000 .91 per 1300 lines .91

STotal 
$ 55.19

Figure 5.1 Example Bill.

Charges that are based on the items produced are

more usefull. For example, charges for checks printed,

invoices produced, or documents produced can be easily

measured and predicted by the user. This approach is known

as unit ccs:ing and is described in step 7.

The third choice is to combine both resource costing

and unit costing. Eepending 3or the system, this may be the

best approach. If the goals of th. chargeback system are

met, and the use: and provider agree to the method used, any

of the above methods cf charging ar- acceptable.

7. D eelop Uni e ate for U Costing

This is an optional stap and only necessary if Unit

Cos-ing was chosen in Step 6. The objective of unit ccsting

is tc recover the same costs as the resource method would,

but to do so by charging for items rather than resources.

The bill for a particular operation would be the same, only

-the method of calculating it has zhanged. To accomplish

this goal, some creative cost accounting will be needed.

The fclowing steps describe how to proceed.
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a. Deciding Which Units are to be Used

This decision requires a careful study 6f -he
application to determine what units would be meaningful,
easily ccuntable, and how the units are to be defined. In
addition, the units need to have a proportionate change in
unit count and resources required. For example in the trust
business a workable unit is the number of accounts being
serviced or processed [Ref. 73]. The amount of processing

performed is dependent on the number of transactions

processed. The relationship between accounts and transac-

tions proves to be nearly constant over a stable g-cup of
accounts. There is sufficient correlation therefore,

bz.tween number of accounts and resources used to utilize
number of accounts as ths unit of zeasure. The number of

accounts is preferred to number of transactions since it is

easier for the user to count and predict in advance.

It may be necessary t.o utilize more -than one

unit of measure to adequately express the cost in meaningful
units. For axample, the imount of processing may be depen-

dent on both the number of statements produced and the tran-
saction count. In this case, both should be used.

b. Establish Relationship Between Number of Units

and Resource Cost

This prccess should be accomplished over a

period of several months. Table VII shows data colleczel
ut.ilizing a simple unit. Number of accounts was chosen for

unit cczting by the method described above.

c. C31culate Unit Rate

Once the data has been obtained, the average

resource cost is divided by the averaga number of units to

arrive at a unit cost. rn this example the unit cost would

be calculated as follows: 18,837 / 5,634 = $ 3.34.
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TABLE VII

Average Units and Resource Costs

NO. OF RESOURCE COST I
MONTH ACCOUNTS S

1 5,625 18,721

2 5,700 19,085Ii
3 5,683 18,613 III
4 5,528 18,302

5 5,632 19,468

AVE 5,634 18,837

d. Validation

After the unit cost is calculated, the lata

collec-.sd previously can be used to test the unit cost.

f
I

TABLE VIII

Rate Calculations Using Resource nd Unit Cost

Month No. of Resource Unit Cost S Difference
Accounts Cost (3i3.34)

1 5,625 18,721 18,788 +0.36

2 5,700 19,085 19,038 -0.25
3 5,638 18,610 18,981 +1.99

14 5,528 18,302 18,463 +0.88

5 5,632 19,468 18,811 -3.37

94,186 9 4,381 -0. 11

L _ _ I
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These calculations are shown in Table VIII. The example

shows excellent results but this precision can not always be

expected. If the results showed significant variation, the

unit cost could be adjusted, either up or down, as required

to correct the problem.

D. SUOMARY

The above procedure lends itself well -o the proposed

NARDAC chargeback algorithm. Uader the Navy's NARAAC
charging algorithm all ADP costs incurred az the NARDAC are

distribuzed to ten resource pools -- nine hardware_ systems

and one labor pool. Users of the resource pools are charged

their proportional share of these :osts through the billing

algcrithm. As an example of how the hardware and labor pool

breakdown cczurs, NARDAC San Diego has the follcwinq

resource pools utilized:

1. U-1100

2. B-47C0

3. IBM- 360

4. U-1500

5. OCR

6. Xerox

7. EAM

9. Data 'n t r y

9. Microfiche

10. Labor

The resource pool utilization measurement vehicle is
equipment dependent. For example, the third generation

systems (U-1100 or B-4700) have au-:ma-ic logs maintained by

the host operating system which a-:omaticaly keep customer

application of such integral parts of the computer sys-t.?m as

CPU time, memory time, input/output time, terminal connect

time, -. mporary disk used, cards :-ai and punched, pages
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printed, etc. Conversel y, other systems (U- 1500, EAI,

Xerox) which process a single job at a time, have util-za-
tion measured in either wall clock time or units of prcduc-

t.ion. System usage for these units is recorded manually.

The labor pool is measured in direct labor hours.

Individual rates are established for each measureable compo-
nent of the various resource pools to allow for cost

r:ccvery from each custom.r based on their ADP

appl icat ions.'

Althcugh -harging for computer services is a complicated

and iterative process, the seven step procedure addrsssed
above should provide a baseline for implementation of a

chargeback procedure. Concurrently, the process will

satisfy the previously addressed chargeback standards in an
effective and efficient manner.

'NARDAC ADP Chargeback Procedures manual obtained from

NARDIC San Ciego.
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This thesis has addressed the Navy decision to imple.ment

a chargeback system for computer services provided by the

Naval Regional Data Automation Command (N&RDAC) as a result

of the recent decision to convert NARDACs to the NIF funding

concept. A review of the chargeback concept, its relation-

ship to the organizational control stuc-ur-, the economic

implications of chargeback, and -.he impact of the NIF

funding concept were presented and evaluated. Finally, a

simplified approach to implementing a chargeback system was

presented and discussed.

From the above discussions, i a .ppears that the Navy's

decision to convert NARDACs to NIF funding was fortuitcus

and provides an excellent opportunity to realize improve-

ments in the effectiveness and efficiency with which they

oper ate.

The rapid growth in data processing activities experi-

enced cvfr the past several decades should be expected tc

con-.inu _ into the indefinite fautra. This growth will

continue to stress the resources of any given computer

center. In such an environment, a comprehensive control

system which integrates and formalizes the planning process,

proj:-ct management process, the chargeback system, and

consolidates computing activities under tight budgetary

controls is required if future budgatary growth is to be

con-rclled without any major loss to an accepted level of

service. The NIP funding decision and its related chargeback

technique arze vital .elements of this control system and

cannot, therefore, be viewed in isolation.
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It appears cbvicus that as data processing consumes a

greater proportional share of the organizational budget, the
imposition of controls and the expectation that the computer
center will operate under rigorous time, cost, supply and

demand considerations will become the norm. Gone are the

days when the tremendous expenses associated with DP opera-
tions can be simply written off as overhead. Data

processing will have to compete for resources in a hard nose

way and show an economic analysis wizh a tangible "profit".
They will have to demcnstrate that it is more economical to

perform these operaticns in-house than to buy them frcm the

outside and be able to demonstrate that thay are operating
in a managerially sophis-icated manner. Whether the policy
is for the center to operat. inder a cost or pricing philo-

sophy is a top management determination dictated by the

organization's perception of its goals. In either approach,
the computer center is going to have to charge for its

services. Thus, although the transformation to the NIF
funding and chargeback environment will not be without its

obstacles, and although it will not necessarily restrict DP

budgetary growth, it does provide a medium to realize

improved management practices, provides an opportunity to
redefine the control system in such a manner that they
foster the attai..2ant of organizat.Lonal objectives, and

provides a mechanism for increased zost control and resource

allocation. In short, it provides a means to improve -the
ability of management to make sound economic decisiors.

Whether or not this conversion process realizes its

potential benefits will br affected by a host of factors.

These - nclude the sophisticatiCn with which the control
system and performance measures are implemented, the degree

of organizational support this process is accorded both
within 3AYDAC and by the ma jor claimants, and by the ability
of the organization to send out proper accountability

signals in a rate stabilization environment.
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There is nothing new about charging for compute:

services. It has been widely and successfully used -n the

corpcrate world for cver a decade. Thus, arguments that th4.

chargeback system should be abandoned as an unworkable idea

should be ignored as specious and self-serving. There will

be a multiplicity of problems associated with this conver-

sion, and there will be increased ZScognition of DP costs by

the major claimants which will generate strong demands for

the NARDACs to operate in a more afficient manner, to cut

overhead costs, to expand its .umber of customers, and

improve the timeliness of its output. But from an organiza-

tional perspective thess pressures should beget positiva
improvements. It is the authors' strong impression that

chargeback is vital if the organization is to realize the

maximum benfits for its data procassing dollar. It is the
mcst. widely accepted method fcr an organization to properly

allccate its resources among often conflicting requirements
? and, simultasnously, a-ttain a satisfactory level of cost

con-:rol.

Copy available to DTIC does nt
permit fully legible reprodueoi
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